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Abstract

Modern information and communication technology (ICT), including internet, smart
phones, cloud computing, global positioning system, e-commerce, e-Health, global com-
munications and internet of things (IoT), all rely fundamentally – for identification, au-
thentication, confidentiality and confidence – on cryptography. However, there is a high
chance that most modern cryptography protocols will be annihilated upon the arrival of
quantum computers. This necessitates taking steps for making the current ICT systems
secure against quantum computers. The task is a huge and time-consuming task and there
is a serious probability that quantum computers will arrive before it is complete. Hence,
it is of utmost importance to understand the risk and start planning for the solution now.

At this moment, there are two potential paths that lead to solution. One is the path of
post-quantum cryptography: inventing classical cryptographic algorithms that are secure
against quantum attacks. Although they are hoped to provide security against quantum
attacks for most situations in practice, there is no mathematical proof to guarantee un-
conditional security (‘unconditional security’ is a technical term that means security is not
dependent on a computational hardness assumption). This has driven many to choose the
second path: quantum cryptography (QC).

Quantum cryptography – utilizing the power of quantum mechanics – can guaran-
tee unconditional security in theory. However, in practice, device behavior varies from
the modeled behavior, leading to side-channels that can be exploited by an adversary to
compromise security. Thus, practical QC systems need to be security evaluated – i.e.,
scrutinized and tested for possible vulnerabilities – before they are sold to customers or
deployed in large scale. Unfortunately, this task has become more and more demanding
as QC systems are being built in various style, variants and forms at different parts of the
globe. Hence, standardization and certification of security evaluation methods are neces-
sary. Also, a number of compatibility, connectivity and interoperability issues among the
QC systems require standardization and certification which makes it an issue of highest
priority.

In this thesis, several areas of practical quantum communication systems were scruti-
nized and tested for the purpose of standardization and certification. At the source side,
the calibration mechanism of the outgoing mean photon number – a critical parameter for
security – was investigated. As a prototype, the pulse-energy-monitoring system (PEMS)
implemented in a commercial quantum key distribution (QKD) machine was chosen and
the design validity was tested. It was found that the security of PEMS was based on flawed
design logic and conservative assumptions on Eve’s ability. Our results pointed out the lim-
itations of closed security standards developed inside a company and highlighted the need
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for developing – for security – open standards and testing methodologies in collaboration
between research and industry.

As my second project, I evaluated the security of the free space QKD receiver proto-
type designed for long-distance satellite communication. The existence of spatial-mode-
efficiency-mismatch side-channel was experimentally verified and the attack feasibility was
tested. The work identified a methodology for checking the spatial-mode-detector-efficiency
mismatch in these types of receivers and showed a simple, implementable countermeasure
to block this side-channel.

Next, the feasibility of laser damage as a potential tool for eavesdropping was investi-
gated. After testing on two different quantum communication systems, it was confirmed
that laser damage has a high chance of compromising the security of a QC system. This
work showed that a characterized and side-channel free system does not always mean
secure; as side-channels can be created on demand. The result pointed out that the stan-
dardization and certification process must consider laser-damage related security critical
issues and ensure that it is prevented.

Finally, the security proof assumptions of the detector-device-independent QKD (ddiQKD)
protocol – that restricted the ability of an eavesdropper – was scrutinized. By introducing
several eavesdropping schemes, we showed that ddiQKD security cannot be based on post
selected entanglement. Our results pointed out that testing the validity of assumptions are
equally important as testing hardware for the standardization and certification process.

Several other projects were undertaken including security evaluation of a QKD system
against long wavelength Trojan-horse attack, certifying a countermeasure against a par-
ticular attack, analyzing the effects of finite-key-size and imperfect state preparation in a
commercial QKD system, and experimental demonstration of quantum fingerprinting. All
of these works are parts of an iterative process for standardization and certification that
a new technology – in this case, quantum cryptography– must go through before being
able to supersede the old technology – classical cryptography. I expect that after few more
iterations like the ones outlined in this thesis, security of practical QC will advance to a
state to be called unconditional and the technology will truly be able to win the trust to
be deployed on large scale.
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Chapter 1

Introduction

What is cryptography? In short, the answer to this question is: cryptography is the art of
secure communication. In this field, a sender, Alice, needs to send a message to a receiver,
Bob, over a communication channel, in such a way that an eavesdropper, Eve, having full
access and control over that channel, cannot gain any knowledge on the message. This
is typically done by first encrypting the message ‘m’ at Alice with a secret key ‘k’ that
Alice and Bob share beforehand, and then sending the encrypted cryptogram ‘C’, over the
communication channel. Bob, receiving ‘C’, uses the secret key ‘k’ to decrypt the message.
It is assumed that the eavesdropper generally knows all the rules of the protocol and other
relevant information about Alice and Bob’s system; except the key ‘k’ [1]. Thus, the science
of cryptography evolves around making rules, creating algorithms, and setting protocols
that makes it impossible or at least very difficult for Eve, to decrypt the cryptogram
without the key.

It is well-known that as long as Alice and Bob share a secret key, secure cryptography
is possible using the one-time-pad (OTP) protocol [2]. In this protocol, Eve has no way
to gain any information about the message unless she has information on the key. This
renders the task of secure communication equivalent to that of distributing a key securely
between the two communicating parties. It is also one of the main challenges for today’s
cryptography.

In classical cryptography, this key exchange is achieved via protocols with unproven
mathematical assumptions that rely on either algorithmic or computational complexity
[3]. As a result, if the eavesdropper keeps a copy of the cryptograms and wait for a suffi-
ciently long time until her computational power has increased sufficiently; then it will be
possible for her to decode her stored messages in the future. Also, quantum mechanics have
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shown a way by which a quantum computer, capable of performing quantum algorithms,
can solve certain hard problems exponentially faster than their classical counterparts [4].
When these computers are functional, the security of classical cryptography, based on algo-
rithmic or computational complexity, will be under great threat. In other words, the closer
quantum computers come to reality, the nearer current information age heads towards
being endangered.

Although recent advances indicate that quantum computers, capable of performing
quantum algorithms [4], might become a reality one day, there is a high chance that it
will take more than a decade or two. This might lead one to take the optimistic route
and stay indifferent to the inevitable threat. This is not a well-thought-out strategy for
such a hugely important issue. If certain new cryptographic schemes, resistant against
the attacks from quantum computers, need to replace today’s market, it will not be able
to do so overnight. History shows us that whenever a new technology tries to replace an
existing technology, it takes years for the governments, industry and general customers to
settle into it. Any new replacement, however obvious, needs to be scrutinized both from
theoretical and practical point of view and must withstand multiple challenges before it
can be considered reliable and win the trust of mass consumer. At this moment, it is not
known how long it will take for a new cryptographic solution to achieve that level of trust.
We also do not know whether it can happen before the arrival of functioning quantum
computers. But one thing is sure that the community needs to start acting now in order
to give it the best shot to prevent the eminent danger.

At this moment, there are two potential solutions at hand. One is switching to post-
quantum cryptography: cryptographic algorithms that are secure against quantum attacks.
These algorithms rely on hard problems not expected to yield to quantum computers. Some
variants of these are the Hash-based cryptography: Merkle’s hash-tree public key signature
system [5], code-based cryptography: McEliece’s hidden-Goppa-code public-key encryption
system [6], Lattice-based cryptography: Hoffstein-Pipher-Silverman ‘NTRU’ public-key-
encryption system [7], Multivariate-quadratic-equations cryptography: Patarin’s HFEv−

public-key-signature system [8] etc. Although it is hoped that they are secure enough to
protect secrets from quantum attacks for most situations in practice, there is no math-
ematical proof that they are unconditionally secure. This is where quantum mechanics
comes to the rescue by providing a second solution.

The idea that quantum mechanics can be used for cryptographic purposes was first
proposed by Stephen Wiesner in 1970 [9]. However, the idea was not accepted at that time
and appeared as a publication more than a decade later in 1983 [10]. The term ‘quantum
cryptography (QC)’ was first coined by Bennett and Brassard in 1984 [11] where they
utilized two quantum mechanical properties – no cloning theorem [12] and uncertainty
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principle – into public key distributions and coin tossing. Since then QC has started to
draw attention of a much larger community and that seminal protocol became known as
the Bennett and Brassard 1984 (BB84) protocol. In 1991, while elaborating on a suggestion
from Deutsch [13], Artur Ekert in Oxford independently discovered another version of QC
[14]. His proposed scheme was based on the Bohm’s version of the Einstein-Podolsky-Rosen
gedanken experiment [15, 16] and used the Bell’s theorem [17, 18] to test for security. The
great significance of this work was that it took, what was initially thought as ‘philosophical
debate or idea’ [15, 17], and turned it in clever way to find applications in the field of applied
science: quantum cryptography.

With time, more variants of quantum cryptography – in different flavours and forms
– had been reported in the literature. However, the protocols required the two parties to
have a pre-shared secret for authentication purposes and to be more specific, were actually
key expansion protocols. Nowadays, the term ‘quantum key distribution (QKD)’ is more
popularly used to refer these key expansion protocols and the term ‘quantum cryptography’
has taken a broader and more general meaning which includes protocols other than QKD
such as quantum coin tossing [19, 20], quantum fingerprinting [21, 22, 23, 24], quantum
teleportation [25, 26, 27, 28], blind quantum computing [29] etc. Since, the majority of this
thesis is focused on QKD protocols, I will provide the history and development of QKD
protocol in detail. The other primitives will be introduced later in brief.

1.1 History and development

The first experimental implementation of QKD was reported in 1992 [30] which was an
implementation of BB84 protocol. In 1992, the known QKD protocols either considered
four non-orthogonally polarized single-photon or low-intensity light pulses or polarization-
entangled two-photon states. Bennett in 1992 showed that in principle only two non-
orthogonal quantum states suffice for QKD, and proposed a scheme, the Bennett 1992
(B92) protocol, to realize QKD with it [31]. While two states were sufficient and four states
were standard, QKD employing six states were also proposed [32, 33]. Another version
where encoding of the qubits was performed in bases rather than in quantum states was
proposed by Scarani-Aćın-Ribordy-Gisin in 2004 (SARG2004) protocol [34]. Eventually,
the number of possible protocols were divided into three main families: discrete-variable
(DV) protocols, continuous-variable (CV) protocols and distributed-phase-reference (DPR)
protocols. DV protocols, in principle, uses discrete quantum degrees of freedom for the
qubits and their detection mechanism are based on photon counting technology. The
protocols mentioned so far, i.e., BB84 [11], Ekert [14], B92 [31], SARG [34], six state [33,
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32], all fall within this family of QKD protocols. At present, the longest achieved distance
with DV QKD employing fibers is 404 km [35]. QKD schemes over free space promise to
achieve much larger distance and already entangled photons have been distributed over a
distance of 1200 km via satellite [36] which is still the record for the highest distance.

A problem with the discrete variable QKD protocols is that they require photon coun-
ters that typically have low efficiency, high dark count rates and long dead times. To
overcome these limitations, an alternative approach utilizing standard telecom p-i-n photo
diodes and homodyne detection was proposed. This was the Continuous variable (CV)
QKD. The first homodyne detection based QKD was proposed in Ref. [37, 38, 39]. These
protocols were based on a discrete modulation of Gaussian states. In 2001, a CV pro-
tocol was introduced by Cerf et. al., that was based on the continuous modulation of
squeezed states [40]. This idea was soon extended to coherent states with the introduc-
tion of the Gaussian modulated coherent state protocols [41, 42]. Now CV QKD is well-
established from both theoretical and practical point of view with implementations like
Refs. [43, 44, 45, 46, 47, 48, 49, 50].

The third family of the QKD protocols is the distributed-phase-reference protocol fam-
ily. They lie in the middle of the DV and CV protocols. Like the DV protocols, the raw key
is composed of discrete degrees of freedom of a quantum state and are perfectly correlated
in the absence of errors. But the quantum channel is monitored using the phase coherence
of subsequent pulses. The first of such protocols was the differential phase shift (DPS)
protocol [51, 52] which had already been implemented [53, 54, 55]. Another variant is the
coherent one way (COW) protocol [56] which has a full implemented system prototype
[57, 58, 59]. A version of this protocol is even being commercialized [60].

As different versions of QKD were being reported, so was the security proofs for un-
conditional security using different techniques [61, 62, 63, 64, 65, 66, 67, 68, 69]. However,
device models used in the security proofs have often differed from the properties and be-
havior of the actual equipment. This opened exploitable security loopholes like the time
shift attacks [70, 71], detector control attacks [72, 73, 74, 75, 76], dead-time attack [77],
phase-remapping attack [78], detector efficiency mismatch attacks [79, 80, 71], Trojan-horse
attacks [81, 82, 83], attacks involving system calibration [84], photon number splitting at-
tacks [85, 86], intercept-resend attacks [87, 88, 89, 90], laser damage attacks [91] etc.
Attacks were also reported for the case of CV QKD [92, 93, 94, 95].

Most of the attacks were counter-acted by either physical countermeasures [96, 59],
modified QKD protocols [97, 98, 99], or modified security proofs incorporating the imper-
fection of the device into the model [100, 101]. Over the years, these approaches have led
to three different types of solutions. The first one was to precisely model the behavior of all
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the devices that are used in the implementation [101, 102]. Unfortunately, this approach is
very difficult to realize in practice as behavior of practical devices are very difficult to char-
acterize precisely and the characterization complexity increases with increasing number of
devices.

The second approach is designing countermeasures to known attacks. Fortunately, when
a side channel is discovered, it is often relatively easy to come out with a countermeasure
to close it. However, for attacks or vulnerability that has not yet been discovered, this
approach still raises a deep security concern.

The third solution is the so called device-independent QKD schemes [103, 104, 105, 106].
In this case Alice and Bob can treat their devices as black boxes and rely on the loophole
free violation of Bell test [107, 108, 109] for the security. If Alice and Bob can somehow
satisfy certain assumptions, this scheme is immune against all the known and unknown
side-channels and can provide unconditional security. However, a shortcoming of this
scheme is its practical difficulty and the comparatively low key rate. This opened up a
way for schemes like measurement-device-independent QKD (mdiQKD) [110] that used
a time-reversed version of EPR scheme [111, 112] and detector-device-independent QKD
(ddiQKD) [113, 114, 115, 116] that used the idea of two-qubit single-photon Bell state
measurement [117]. Among them mdiQKD promises to guarantee security based on post
selected entanglement and provides security against all side-channel attacks in the detector.
It has also been implemented in the labs [118, 119, 120, 121, 122, 123, 124, 118, 125, 126]
and the reported key rates and distances are getting higher.

Other than QKD, there are other primitives of quantum cryptography that has at-
tracted much attentions. Among them, one is quantum coin flipping: where two distrustful
parties separated by a large distance wish to agree on a random bit. It has already been
experimentally demonstrated in the lab [19, 20]. Another primitive, Quantum oblivious
transfer – the task of transmitting one of potentially many information to the receiver with
the latter being oblivious about it - has also been implemented [127]. Quantum telepor-
tation – transmitting an unknown quantum state from one location to another – was first
proposed in Ref. [25]. Since then, it has been demonstrated experimentally numerous times
[26, 27] and now a teleportation distance of over 1400 km [28] has been achieved. Another
primitive is quantum fingerprinting. Fingerprinting is the task of assigning two long and
distinct strings with a shorter string - their fingerprints - so that the two long strings can
be compared with high accuracy with the fingerprints alone. This has been achieved using
quantum resources: quantum fingerprinting [21, 22, 23, 24]. Besides offering exponential
computing power, quantum computers are also expected to offer the privacy of the com-
putation and the users - a cryptographic task known as the blind quantum computation
(BQC). It is already experimentally demonstrated in Ref. [29] and is crucial for real life
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applications in the form of quantum cloud computing.

At present, QC is not only being implemented on the lab but also started to leap out
of it with efforts from both government and industry. We will discuss the globalization of
QC next.

1.2 Globalization of quantum cryptography

The Swiss company ID Quantique, that originally started as a small spin off by four
researchers from University of Geneva in 2001, has been able to achieve the world’s first
ever deployment of quantum key distribution in a live network environment, the first
deployment of QKD over a multiplexed network for commercial clients and the longest-
running quantum crypto installation (since 2007) [128]. At present, they are providing
quantum-safe cryptographic solutions including quantum key generation [129], quantum
key distribution [130, 96, 60] and quantum-safe network encryption [131] to customers that
include government, industry and academia.

A major research effort from 41 research and industrial organizations from the Euro-
pean Union, the ‘Development of a Global Network for SEcure COmmunication based on
Quantum Cryptography (SECOQC), was initiated in 2003 with the aim of establishing
practical applications of QKD. A summary of the SECOQC approach to QKD networks
can be found in Ref. 132.

China is becoming a leading player in the globalization of quantum communication. It
has already launched a quantum-enabled satellite Micius in 2016 which is the first of its
kind. The satellite has now been used for implementation of several quantum cryptography
primitives: entanglement distribution [36], QKD [133], quantum teleportation [28]. She is
also building a 2000 km link between Beijing and Shanghai containing 32 nodes that will
also connect Hefei and Jinan. The project is well underway and when built, it will the
longest of its kind [134].

As part of the e270 million investment of the UK national quantum technologies pro-
gram, the UK quantum technology hub for quantum communications is formed. It is a
partnership of eight UK universities, several private companies (BT, Toshiba research Eu-
rope Ltd, the National Physical Laboratory etc.) and public sector bodies (Bristol City
Council and the National Dark Fiber Infrastructure Service). The aim of this huge collab-
oration is to work for the secure communication technologies and provide secure quantum
encryption systems to government, industry and wider public community.
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Telecom giant BT Group and Toshiba Research Europe are also collaborating on a
major project to build a Quantum Communication network (the ‘UK Quantum Network’).
This initiative will facilitate quantum secured communications between Cambridge, Bris-
tol, London and Adastral Park. A link connecting BT’s Labs at Adastral Park and the
Cambridge Science Park is expected to be completed within year 2017.

In Canada, the government has recently proposed to provide $80.9 million over five
years to the Canadian Space Agency. A part of this funding is to support demonstration
of applications of quantum technologies in space. The institute for Quantum Computing
(IQC) at University of Waterloo is highly involved with this project, and this project aims
to put Canada as one of the leaders in quantum communication and encryption.

Europe is also joining the globalization of quantum communication by announcing a e1
billion project to boost the research on quantum technologies. The initiative – EU quantum
technologies flagship – is scheduled to launch in 2018 and aims to exploits the power of
quantum mechanics to develop new technologies including super-secure communication
systems and miniature, ultra-accurate sensors [135].

In Asia, the Korean company SK telecom announced that it has successfully developed
the country’s first ever long-distance quantum repeater and completed a field test on optical
fiber network across three cities in Gyeoggi achieving a distance of 112 km. The company
also applied its quantum cryptography technologies to the commercial long term evolution
(LTE) network in the city of Sejong and plans to expand over other areas [136]. In Japan,
Toshiba is applying secure quantum encryption to transmit genome data.

As quantum cryptography systems are being pushed from the lab to practical deploy-
ments in different parts of the globe, a number of security, compatibility and connectivity
issues need to be solved – demanding the need for standardization and certification. A com-
mon platform to address and work on these issues was needed. As a result, the European
Telecom Standard Institute (ETSI) has formed a group: the ETSI industry specification
group for QKD (ISG-QKD). ISG-QKD provides a platform for creation of universally ac-
cepted standards and promotes coordination, cooperation and standardization of research
for QKD. Their published paper [137] aims to raise awareness of the potential impacts
of quantum computing on information security globally and contains a survey of current
cryptographic principles, the possible impact of quantum computing on their effectiveness,
and what can be done to mitigate the risks in an economically and technically practical
manner [138].

All these are exciting news for the globalization of QKD. As government and industry
become more aware of the importance of quantum-safe solutions to cryptographic problems,
there is a high chance that more participation will occur, and more funds will be allocated
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for furthering the technology. This will surely help in globalization of the technology.

1.3 Motivation

My Ph.D. research was motivated by the following question: how can practical quantum
cryptography systems be ready to provide the unconditional security claimed by its theo-
ries? At this moment it cannot as practical device behavior often cannot follow the exact
modeled behavior required by the security proofs, leading to exploitable side-channels.
More worrying issue is that more often than not, before a side-channel was discovered, it
was not even predicted that such a side-channel could exist.

The problem can be looked from another point of view: the unconditional security
of practical quantum cryptographic schemes is based on three aspects - laws of physics,
security proofs and correct modeling of the implemented devices. The laws of physics that
are used in the theory are correct. Security proofs have been scrutinized and are found
solid. The only vulnerability left is on the correct modeling of the implemented devices:
either their behavior cannot exactly follow the expected behavior or there are other side-
channels that leak security-critical information to the eavesdropper to compromise the
security.

Thus, practical systems should undergo thorough testing, before they are labeled with
a tick mark. But the problem is: what part of the system needs to be tested? Who is
going to do the test? How to make sure the testing methodology is correct? If someone
performs a test on a system and label it with a tick mark, will it be trusted by others? Even
if we assume that we have the correct testing methodology, there are still problems: so
many quantum cryptographic solutions are being built at different parts of the globe with
different components, protocols and manufacturers – how to even test so many systems? All
these demands a common platform for the standardization and certification for quantum
cryptographic systems. As mentioned in section 1.2, ISG-QKD group is already formed and
has started working on the standardization and certification of the QKD systems. However,
the task is too big and the time is short. Thus, it is required by independent research
groups to contribute to the testing, standardization and certification. This motivated me to
examine practical quantum communication systems and contribute to the standardization
and certification process by identifying areas of vulnerability, demonstrating the existence
of side-channels, showing the correct testing methodology and proposing countermeasure
and testing it.

The first step of the standardization and certification process is to identify the possible
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areas of vulnerability and perform tests to find the existence of loopholes. For this pur-
pose, I have investigated several quantum communication systems and looked into several
parts of the system including source, detectors and assumptions in the protocols. At the
source side, I investigated the calibration mechanism of the outgoing mean photon num-
ber because if it deviates from the expected value, security might be compromised. As a
prototype, I chose the commercial QKD system Clavis2 from ID Quantique [96]. Although
Clavis2 implements a pulse-energy-monitoring system (PEMS) to monitor the mean pho-
ton number, the design validity of the systems was untested. Thus, a security evaluation
of the PEMS along with a study of the effect of mean photon number deviation on the
system security was necessary which provided me the necessary motivation.

As my second project, I focused on the long-distance free-space quantum communica-
tion systems that are currently a hot topic [139, 140, 28, 133]. As a prototype, I chose
the free space QKD receiver prototype designed for long-distance satellite communication
[140]. An assumption of security proofs is that the measurement outcome should not de-
pend on the measurement basis and Eve does not have any ability to control or force a
particular detection outcome over another. Due to a particular side-channel – spatial-
mode-efficiency-mismatch – the validity of this assumption for many receivers might be
called into question. The test to identify this vulnerability and evaluating the security of
the receiver against this particular side-channel was never done before. This motivated me
to start a security evaluation of this receiver.

There is an assumption with practical QKD systems that if the implemented devices
are properly characterized and all known side channels are closed, the implemented system
is secure. However, in Ref. [141], it was shown that the application of high power laser
changed several properties of the avalanche photodiode-based detector: dark count rate,
detector efficiency, quantum efficiency and dark current. What if the eavesdropper can
change the properties of some other security critical components? Are the changes made
on-demand adequate to compromise the security? Is it possible for an eavesdropper to
create a new side-channel by the application of high power laser? In order to answer
these questions, thorough scrutiny is required. This motivated me undertake the project
of analyzing the effect of laser damage on the security of practical quantum communication
systems.

Finally, I looked at the detector-device-independent QKD protocol. It was proposed
with the promise of being easily implementable along with providing device independent
security at the detector side. However, its security proofs were based on assumptions that
restricted the ability of an eavesdropper. It was not clear how secure the protocol was,
had the ability of the eavesdropper been not restricted. This motivated me to look into
the protocols.
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In short, the main motivation of my Ph.D. research was to evaluate the security of
several aspects of quantum communication systems and contributing to the standardization
and certification process.

1.4 Outline

This thesis is organized as follows. In chapter 2, the necessary backgrounds to understand
later parts of the thesis are provided. In chapter 3, effect of deviation of mean photon
number on the security of quantum communication has been studied along with the security
evaluation of a pulse energy monitoring scheme implemented in a commercial system.
Chapter 4 describes the security evaluation of free space QKD system. In chapter 5 we
introduce laser damage as a new tool for the eavesdropper to break the security of practical
QC systems and experimentally demonstrate its practicality on two different systems. In
chapter 6 it is shown that the newly proposed ddiQKD scheme is not as secure as was
initially thought and several practical eavesdropping schemes to support this claim are
presented. I have briefly discussed several other projects in which I participated during my
Ph.D., (but did not lead) in chapter 7. The conclusions are given in chapter 8.

1.5 List of contributions

A number of projects are included in this thesis. All of them were collective efforts from
a number of researchers. Below I outline my contributions in those projects along with
others and indicate the chapters where the each of the projects are described.

1. Effect of deviation of mean photon number on the security and security
evaluation of pulse energy monitoring system: The security of many quan-
tum communication protocols require that the outgoing mean photon number µ be
characterized and bounded. Hence, many practical quantum communication systems
employ a ‘pulse energy monitoring system (PEMS)’ [96, 19] to constantly monitor µ.
As my first project, I scrutinized the practical security of such a pulse energy mon-
itoring system employed in the commercial QKD system Clavis2 [96]. I, along with
Igor Radchenko, found three design flaws in the PEMS that allows an eavesdropper
to inject extra photons into the system without triggering any alarm. We experi-
mentally demonstrated the feasibility of it. Then I participated with Jean-Philippe
Bourgoin in modeling several attacks and studying the effect of deviation of µ on the
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security of two quantum key distribution protocols. I extended the theoretical anal-
ysis to quantum coin-tossing protocols with help from Anna Pappa and studied how
deviation of µ can affect the cheating probability in quantum coin tossing protocol.
The descriptions are included in chapter 3 and the results are published in Ref. 142.
I am the first author of this paper.

2. Security evaluation of free space QKD systems: In free space quantum com-
munication, the sensitivity of receiver’s detectors may depend on the spatial modes
of the incoming photon. An eavesdropper may take advantage of this and render the
system insecure. The feasibility of this attack was identified, analyzed, and exper-
imentally tested during my second project. I performed the initial investigation on
the free space QKD receiver brought from Thomas Jennewein’s lab and planned the
initial design of the experiment. The experiments to demonstrate the feasibility of
the attack and countermeasure testing were carried out in Vadim Makarov’s lab by
myself, Poompong Chaiwongkhot and Jean-Philippe Bourgoin. The attack modeling,
theoretical analyses and all other simulations were carried out by me with help from
Poompong Chaiwongkhot. The details of this project are given in chapter 4 and the
results are published in Ref. 143. I am the first author of this paper.

3. Security evaluation of quantum communication systems against laser dam-
age: As long as implemented devices are properly characterized and side channels
are closed, practical quantum communication protocols are assumed to be perfectly
secure. In my third project, we have shown that this is not entirely true and demon-
strated that laser damage can be a potential tool at eavesdropper’s disposal to modify
the device behavior on demand. The project involved testing the feasibility of laser
damage on two extensively characterized, completely different and widely used im-
plementations: a commercial fiber-optic system for QKD [144, 96] and coin-tossing
[19] with phase-encoded qubits, and a free-space system for QKD with polarization-
encoded qubits [139]. I, Poompong Chaiwongkhot and Jean-Philippe Bourgoin car-
ried out the free space experiment in Vadim Makarov’s lab in University of Waterloo.
Sarah Kaiser, me and Mathieu Gagné performed the fiber optic experiment in Raman
Kashyap’s lab in École Polytechnique de Montréal. The simulations and theoretical
analyses for both the tests were performed by me. The details of this project are
given in chapter 5 and the results are published in [91]. The author list is alphabeti-
cal in this paper and among the students involved in the project, my contribution is
the largest according to the author contribution statement of Ref. 91.

4. Insecurity of Detector-Device-Independent Quantum Key Distribution
Detector-device-independent-QKD (ddiQKD) was proposed with the promise of be-
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ing robust against detector-side-channel-attacks. However, contrary to the claim,
Me (Shihan Sajeed) along with Anqi Huang, developed several attack strategies that
showed ddiQKD is in fact insecure against detector side channel attacks. I conceptu-
alized the attacks exploiting trigger-pulse-energy-threshold difference under different
blinding conditions and imperfect phase modulation. Anqi Huang tested detector
efficiency mismatch under detector blinding attack and proposed the attack of ex-
ploiting imperfect beam splitter. I and Anqi Huang contributed equally to this work.
The details are provided in chapter 6 and the results are published in Ref. 145.
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Chapter 2

Backgrounds

The main results of this thesis is presented in chapters 3 to 6, each of which contains its
own more specific theory section. However, there are some theories, protocols, attacks, and
schemes that are common in more than one chapter. They are presented in this chapter.
We start this chapter by introducing the first QKD protocol in section 2.1 along with
describing the steps to calculate the key rates. Next we present several eavesdropping
schemes that are relevant to this thesis.

2.1 The first QKD protocol: Bennett-Brassard 1984

(BB84) protocol

The Bennett-Brassard 1984 (BB84) protocol was first proposed in 1984 [11]. It uses two
properties of quantum mechanics: uncertainty principle and no-cloning theorem to provide
a cryptographic scheme that provides unconditional security. The steps of the protocol are
described below:

1. Preparation: Alice randomly selects a basis out of a set of two predefined bases, and
randomly selects an eigenstate of that basis. In other words, she randomly prepares a
sequence of quantum states drawn from a set of four predefined states. For example,
she can choose to encode her bit in the polarization degree of freedom of a photon. In
that case, the bases can be horizontal-vertical or diagonal-antidiagonal corresponding
to X and Z basis in the Bloch sphere respectively; the signal set contains horizontal
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(H), vertical (V), +45◦ (D), and−45◦ (A) polarization of a photon. After preparation,
Alice’s state can be described as,

|ψ〉A = (|i〉+ eiθA |j〉)/
√

2, (2.1)

where |i〉 (|j〉) denotes two orthogonal vectors forming the Y basis in the Bloch sphere
and the phase θA ∈ {0, π/2, π, 3π/2} provides the mapping into four polarization
states.

2. Transmission: Alice sends her prepared states to Bob through a quantum channel.
Physically, the channel can be any fiber optic or free space channel.

3. Measurement: For each incoming signal, Bob makes a measurement in one of the
two predefined bases chosen randomly and his result can be described as |ψ〉B. This
ends the quantum part of the protocol.

4. Sifting: For each of the exchanged signals, both party disclose to each other the
corresponding basis used for that signal. The signals of the slots for which bases
matched are kept, and called ‘sifted key’. Signals from the remaining slots, for which
the bases did not match are discarded. Note that, from this step onwards, all the
communications are performed in a classical channel and an authenticated classical
channel is mandatory [30]. Otherwise, Eve can sit in the middle of the line and
impersonate each of them to the others; resulting in no security.

5. Parameter estimation: Both party chooses a fraction of the sifted key and disclose
the bit values to each other over the authenticated classical channel. Ideally, the
values should match. However, if a fraction of them do not match, it is considered
as error. If the error fraction is below an acceptable limit, the protocol is continued.
Otherwise, the protocol is aborted.

6. Error correction: In this step, Alice and Bob perform a classical error correction
protocol to correct for the errors [30]. For this, they have to exchange additional
information on their data. At the end of this protocol, both party end up with iden-
tical bit strings KEC but on the process the eavesdropper acquired some additional
information I(E.C)

7. Privacy amplification: Having their keys reconciled, the next step is to decouple
the eavesdropper from any information she has on the reconciled key. This process is
called privacy amplification (PA) at the end of which the initial key KEC is mapped
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Figure 2.1: The relative key length after sifting, error correction and privacy amplification.
Here, Alice’s information has been normalized to 1. Bob’s and Eve’s information have been
denoted by B and E respectively. Figure reprinted from [9]

into a shorter, final key K using special families of functions (universal functions).
The key size after every steps described in this section is shown in figure 2.1.

2.2 Calculation of key rate

The secret key rate is given by,

K = I(A,B)− I(A,E) (2.2)

Here, I(A,B) and I(A,E) are the mutual information between Alice–Bob and Alice–Eve,
respectively. For BB84, I(A,B) can be given as [146],

IA,B = [1−H(Q)] (2.3)

where Q is the error rate and H(Q) is the Shannon entropy,

H(Q) = −Q log2Q− (1−Q) log2 (1−Q) (2.4)

I(A,E) is calculated based on the assumption on Eve’s strategy. It has been classified into
three groups.
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2.2.1 Individual attack

• IA1: Eve probes each signal going from Alice to Bob independently and her probing
strategy stays same throughout the attack.

• IA2: Eve must make a measurement before the classical post processing starts.
This constraint ensures that before the post processing starts, the symbols at Alice,
Bob and Eve are classical and can be described by a joint probability distribution
P (A,B,E).

In this case, the bound for Eve’s information is given by [146]

I(A,E) = maxEI(A,E) (2.5)

and similarly for Bob. The notion maxE is used to signify that one has to maximize Eve’s
mutual information over all of her possible strategies and choose the bound according to
that. Some examples of individual attacks are intercept-resend, beam splitting, photon
number splitting attack etc.

2.2.2 Collective attack

The main assumptions are:

• CA1 Eve probes each signal going from Alice to Bob independently and her probing
strategy stays same throughout the attack.

• CA2 Eve can keep her ancillas in a quantum memory and delay her measurement
until a later time that is most optimum for her. She can then perform the most
optimum measurement that maximizes her knowledge.

In this case, Eve’s knowledge bound is calculated by [146],

I(A,E) = maxE χ(A.E) (2.6)

and IBE is defined similarly. Here, χ(A.E) is the Holevo quantity defined by,

χ(A.E) = S(ρE)−
∑
a

p(a)S(ρE|a) (2.7)

where S is the Von Neumann entropy, a is a member from Alice’s symbol set having
probability p(a), ρE|a is the state of Eve’s ancilla given a and ρE =

∑
a p(a)ρE|a.
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2.2.3 General or coherent attack

Eve’s most general strategy can include anything that is permitted by the laws of quantum
mechanics. However, it turns out [146] that the bound is the same as that for collective
attacks.

Finally, the secret key rate is given by,

K = I(A,B)−min{I(A,E), I(B,E)} (2.8)

2.3 Attacks in QKD

Several eavesdropping schemes are presented below that are required to understand the
latter parts of this thesis.

2.3.1 Intercept-resend attack

Intercept-resend attack (IRA) was first proposed in Ref. [30]. In this attack, Eve sits
between Alice and Bob and measures each signal going from Alice to Bob. After her
measurement, she prepares a signal identical to her measurement and resend it to Bob.
Since her measurement result is classical, she can prepare the signal to compensate for
the line loss, efficiency and delay. Assuming BB84 protocol, after raw key exchange and
sifting, considering no other sources of error, Eve’s measurement basis coincides with that
of Alice and Bob during for half of cases. Eve knows full information for this portion of
the data and there will be no error in it. However, half of the times, Eve’s basis will not
coincide with that of Alice and Bob and she will get random results. When she resends
her random result to Bob, half of the time Bob will get the correct result and the other
half of the time his result will be wrong. Hence, in total, there will be 25% error in Alice
and Bob’s sifted data and 50% of this information will be known to Eve.

Although, it seems harmless from Alice and Bob’s point of view as the resultant error
rate is too high, but Eve can be clever and choose a smarter approach. Instead of measuring
each of the signals individually, she can measure only 10% of the sifted key. In this case,
there will be an error of only 2.5% in the sifted key and Eve will have knowledge of 5% of
them. Alice and Bob then must make sure that this partial information is removed during
the privacy amplification step.
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IRA belongs to the class of individual attacks since Eve interacts with each signal going
from Alice to Bob individually. However, there are other known individual attacks that
perform better than IRA [67, 147, 148, 149].

2.3.2 Faked-state attack

This attack was first proposed in [150] and later combined with other vulnerabilities in
[79, 80, 73, 75, 151, 143, 145]. It is a modified version of IRA where Eve measures each
signal going from Alice to Bob. However, she does not try to reconstruct the original signal
to send to Bob. Rather, she prepares light pulses that are specially crafted to exploit one
or more flaws of Bob’s detector scheme to have some kind of control over the detection
outcome. An example of faked-state attack can be as follows:

Let us assume that Alice and Bob have finished sifting, i.e., they contain bits for which
they have used the same bases. We will now consider Eve in this analysis. We assume,
Eve measured each signal and based on her measurement outcome, she sent a faked-state
to Bob. We consider two cases: First, when Eve’s measurement bases coincide with that
of Alice-Bob. In this case, she obtains the right results and wants her faked state to be
detected by Bob. On the other cases, when Eve’s bases do not match with that of Alice-Bob,
she wants her faked state to be undetected. Thus, the success or failure of a faked-state
attack relies on whether Eve can control the detection outcomes based on the matching-
mismatching of her bases with Alice-Bob; or more specifically with Bob. In other words,
whenever Bob’s basis matches (does not match) that of Eve, a detection (no detection)
is required. By satisfying this, the resultant error can ideally be made to zero and Eve
can have full information of the key. In practice, if there is no way to achieve the desired
outcome for a perfect faked-state attack, Eve can perform some kind of partial faked-state
attack and obtain partial information about the key. Many of the attacks, mentioned later
in this thesis, uses faked-states for better attack performance (see chapters 3 to 6).

2.3.3 Detector-efficiency mismatch attack

The detectors employed in the detection assembly are assumed to be identical in charac-
teristics; in practice however, they are not. There can be slight mismatch in their actual
characteristics that can lead to a compromise in security. This type of attack was first
reported in Ref. [79]. The attack exploited mismatch in detector efficiency characteristics
as described next.
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Figure 2.2: Efficiency mismatch among two detectors. The solid (dashed) curve shows the
responsivity of detector 0 (1) as a function of time. Even though the gate pulse is applied
at the same time, the efficiency versus time curves are different for the two detectors. In
practice, the photons are expected to arrive at a time when the responsivities are maximum
and equal.

Most of the single photon avalanche photodiodes (APDs) used today are operated in
gated-mode. This means they are normally reverse biased just below the breakdown voltage
Vbr and are not sensitive to incoming single photons. When photons are expected to arrive,
a pulse is applied to the detectors that increases the (reverse) bias voltage above Vbr and
makes the APDs sensitive to incoming single photons. This mode of operation is called
‘Geiger mode’. Thus, APDs are sensitive to single photons during the time window when
gate pulses are applied and are practically insensitive to photons outside the gate-pulse
window. The sensitivity of the gate window of two detectors are shown in fig. 2.2.

Normally, the timing is synchronized in such a way that incoming photons hit the
detector at the middle of the gate-window where the sensitivity of the two detectors are
maximum and approximately same. However, if Eve shifts the arrival time of the photon
at a time when one detector is relatively well responsive than the other, it is possible for
Eve to control the detection outcome. For example, in fig. 2.2, at time t0 detector 1 is
almost unresponsive to incoming photons while detector 0 is relatively well responsive.
Thus, if Eve sends a photon at this time, and if it goes towards detector 0, it has a
much higher chance to be detected compared to that if it goes towards detector 1. The
opposite case happens at time t1. In this example, the efficiency mismatch in the time
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domain has been shown. However, it can also happen in the spatial domain or any other
domain depending on the nature of the implementation. If efficiency mismatch exists in
the implementation, Eve can perform a cleverly staged faked-state attack and compromise
the security as pointed out in Ref. [79].

2.3.4 Time-shift attack

Time shift attack exploits the efficiency mismatch present in the detector assembly. It is
based on the proposal from Ref. [70] and was experimentally demonstrated in [71] (which
was the first quantum attack against a commercial QKD system). The basic principle of
time shift attack can be described with the help of fig. 2.2 and is very similar to the attack
described in section 2.3.3. Instead of performing a faked-state attack, Eve just randomly
shifts the arrival time of the incoming photon to t0 or (t1). When Eve shifts the arrival
time to t0 and it results in a detection, it is highly likely that it was detected in detector 0
as detector 1 was relatively less responsive at that time. The amount of mismatch at the
two time instants can be defined as [70],

r(t0) =
η0(t0)

η1(t0)

r(t1) =
η1(t1)

η0(t1)

(2.9)

Here, ηi(t) is the efficiency of detector i at time instant t. The amount of mismatch
determines the amount of information leaked to Eve and based on the type of the protocol
an analytical expression can be derived.

2.3.5 Photon number splitting attack

Single photon sources are difficult to implement in practice. Instead, weak coherent sources
such as lasers are often used as the source of quantum communication. Let us consider,
Alice is using weak coherent pulses (WCP) for encoding the qubits with a mean photon
number µ. The photon number distribution at Alice is described by a Poisson distribution:

PA(n|µ) =
(µ)n

n!
exp(−µ) (2.10)

Here, PA(n|µ) is the probability that the laser emits n photons given the mean photon
number is µ. In this circumstance, Eve can utilize a powerful attack scheme called the
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photon number splitting attack [30, 85]. The steps are as follows: [86]:

• QND measurement For each pulse flying towards Bob, Eve performs a quantum
non demolition measurement (QND) to measure the number of photons contained in
that pulse. This measurement does not change the signal state and neither induces
any errors.

• Multiphoton pulses Whenever she finds a pulse contains n ≥ 2 photons, she splits
a photon to store it in her quantum memory, and let the other photons go towards
Bob. This also does not disturb the signals neither induces any error.

• Single photon pulses Whenever she finds a pulse contains n = 1 photon, this
photon is blocked.

• Line loss compensation As splitting photons out from the pulses is equivalent to
loss, she compensates for by replacing the original line with a lossless line.

• MeasurementEve waits until Alice and Bob declare the basis for each pulse and
measure the photons stored in her quantum memory in the same basis. In this way,
Eve can have a copy of each of the multi photon pulse without introducing any error.

Note that, when the loss of the line is high enough that detection probability in Bob Pdet
is lower than the multi photon probability Pmulti, PNS attack compromises the whole key
without introducing any error However, when Pmulti < Pdet, she needs to pass some of
the single photon pulses to Bob to match the rate and can also perform some optimal
eavesdropping strategy that will optimize her knowledge [65]. However, if the photon
number statistics is monitored at Bob, Eve runs the risk of disclosing her intervention.
The expected photon number distribution at Bob is a Poisson distribution with a changed
mean photon number (µtAB):

PBob(n) =
(µtABηBob)

n

n!
e−µtABηBob (2.11)

After Eve’s intervention the actual photon number statistics is no longer Poisson and in
fact becomes [86]:

PPNS(n) =


(1 + λµ)exp(−µtAB), ifn = 0

((1− λ)µ+ µ2

2
) exp(−µ), ifn = 1

µn+1

(n+1)!
exp(−µ), ifn > 1

(2.12)
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Clearly the two distributions in eq. (2.11) and eq. (2.12) are not same and if bob checks the
coincidence probability at his end, Eve’s stealth is disclosed. In order to stop this, Eve can
perform the extended PNS attack [65] and can replicate the whole probability distribution
expected by Bob in a practical parameter region.

2.3.6 Trojan-horse attack

The so called Trojan-horse attack [82] was first introduced as ‘large pulse attack’ in
2001 [81]). The basic principle of this attack can be understood from fig. 2.3 which is
a reprint from Ref. [152]. In this attack, Eve tries to extract security critical information
from a component inside Alice or Bob by sending in a bright pulse and then measuring
a back-reflected part of it as shown in fig. 2.3. The thick arrow represents the bright
Trojan-horse pulse from Eve. The wall represents lossy components (filter, isolator and
attenuators) and might constitute other defensive structures to keep the system secure.
The Trojan-horse pulse picks up the encoding information from the encoding device, then
gets back-reflected into the channel containing the security critical encoding information.
Then Eve measures them to extract the encoding information and compromise the security.
This attack has already been experimentally demonstrated in Ref. [83, 153, 154]

Figure 2.3: Trojan-horse attack against a practical Alice. The thick arrow from Eve to
Alice represents the bright pulse from Eve. The wall represents the lossy mechanisms
(isolator, attenuator, filter) in the system. Due to losses, an attenuated portion of the
Trojan-horse pulse is reflected back to the channel from the encoding device, containing
the encoding information. This is represented by the thin arrow from Alice to Eve. If Eve
is able to measure this attenuated signal, she can have the secret encoding information and
the security can be compromised. Figure reprinted from [152].
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Figure 2.4: Linear mode and Geiger mode operation of an APD. In the Geiger mode, the
APD is biased over the breakdown voltage Vbr and are sensitive to single photons. After a
single photon detection event the avalanche starts and a quenching mechanism is required
to force it to stop. The quenching mechanism brings the bias voltage below breakdown,
and the diode enters the linear mode of operation. At this mode, the diode is no longer
sensitive to single photon and the generated photo current IAPD is proportional to the
incident optical power Popt. Figure reprinted from [73].

2.3.7 Detector control attack

Most single photon detectors used in QKD are avalanche photodiodes (APDs) that operate
in the Geiger mode [155], i.e., they are (reverse) biased above their breakdown voltage Vbr.
In this mode, an incident single photon triggers a large avalanche current IAPD that, when
exceeds a threshold Ith, causes a detection event or ‘click’. After a click, to stop the
avalanche, a quenching mechanism in employed that brings the diode into linear mode
of operation as shown in fig. 2.4. In this mode, the generated photo current IAPD is
proportional to the incident optical power Popt. It was shown in [73] that at the linear
mode, if APDs are illuminated with continuous bright light, it is possible to force them stay
in that mode. This is called ‘detector blinding’ and in this case, they are not sensitive to
single photons anymore and only produce a click when the incident mean photon number
µ goes above a certain threshold intensity µth. This behavior has been experimentally
confirmed in many detectors types [73, 151, 156, 76, 75, 157, 158, 159]. After the detectors
are blinded, Eve can perform a faked-state-attack. She measures each of Alice’s signals
in one of the two BB84 bases chosen randomly, and sends her measurement result to Bob
with a mean photon number satisfying,

µ

2
< µth < µ. (2.13)
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As a result, whenever, Bob’s basis matches that of Eve, all the photons end up in the
single detector and µ > µth ensures that a click is registered. On the other hand, if Bob’s
basis does not match with Eve’s, the photons are divided equally into the two detectors
and µ

2
< µth ensures none of the detectors register a click. This is shown in fig. 2.5. The

net result is, whenever, Bob has registered a click, Eve knows that his measurement was
the same as she sent at no extra error. Eve then listens to the public communication
between Alice and Bob and performs the same error correction and privacy amplification
procedures as them, to obtain an identical copy of their secret key [73]. This is the called
the detector control attack.

Figure 2.5: Detector control via blinding. If the measurement basis matches that of the
incoming light, the deterministic detector receives all the light intensity I > Ith and results
in a detection event. However, if the bases do not match, light intensity is split between
the two detectors. In this case, each of the detectors receives an intensity I/2 < Ith and
none of them results in a detection. This allows the eavesdropper to successfully carry out
the faked-state attack. Figure reprinted from [73].
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Chapter 3

Security evaluation of a pulse energy
monitoring system

This chapter is based on a published paper [142].

3.1 Motivation

In quantum communication systems employing weak coherent pulses, the sender, Alice
needs to choose an optimum value of her mean photon number µ to maximize the secure
key rate [160, 65, 97, 161]. If the actual µ emitted by Alice is larger than this optimum value
without her knowledge, it can lead to a side channel with severe security consequences.
This can happen either because of an active manipulation by Eve, or because Alice un-
derestimates µ owing to a finite precision of her calibration. Regardless of the reason, its
effect is significant in any quantum communication scheme that uses weak coherent states
and most severe in case of two-pass schemes.

Two-pass optical schemes have significant practical advantages and are widely used
today, e.g., in plug-and-play quantum cryptography [124, 162, 163, 144], relativistic quan-
tum cryptography [164], and coin-flipping [19]. In any two-pass scheme, bright light is
generated at one party and sent towards the other. The other party makes the necessary
encoding, attenuates the light and then reflects it back to the first party. The risk with
this scheme is that the eavesdropper has access to the light in the channel during the first
pass and she can add extra photons called Trojan-horse photons with this light. When this
light is reflected back, the Trojan-horse photons carry the same information as the actual
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photons and the eavesdropper can split it off from the line and get the key information.
This attack is called Trojan-horse attack (THA) [81, 82].

Hence, in a two pass scheme, it is necessary to monitor the incoming light during the
first pass to prevent the THA. Also, in other schemes employing week coherent sources,
monitoring is required to ensure that mean photon number going out or coming in is
within the allowable bound. However, implementation of the monitoring detector has
largely been ignored in experimental realizations so far. The first implementation has been
done in ID Quantique’s commercial QKD device Clavis2 [96]. In this chapter we use this
particular system as a prototype and evaluate the security.

Since the system under consideration is a plug-and-play system, we first describe in sec-
tion 3.2 the principle of operation of the plug-and-play system and the pulse energy mon-
itoring system (PEMS) employed in Clavis2. In section 3.4 we identify three flaws in the
design of the PEMS and show experimentally that each of these flaws can be exploited to
inject extra photons into the system without triggering an alarm. We model two attacks
in section 3.5 and simulate their performance for both BB84 and SARG protocols for a
range of system parameters in section 3.6. Our results confirm that even a practical attack
implementable today would breach security of this implementation. In section 3.7, we
discuss the applicability of our attacks to the case of practical quantum coin-tossing. We
discuss how to redesign the pulse-energy-monitoring system correctly in section 3.8, and
conclude in section 3.9.

3.2 Theory

3.2.1 Operation of a plug-and-play system

Most fiber-based implementations of quantum key distribution (QKD) systems encode
a qubit value by either different photon polarizations (H, V , D or A) or by different
phases (0, π

2
, π, 3π

2
). However, keeping the polarization stable over a long distance in fiber

is difficult due to fiber’s birefringence property that changes the polarization states of the
light going through it. As a solution to this, a phase-based plug-and-play QKD system was
proposed in [165]. Since, in our subsequent works, we focus on the commercial plug-and-
play system Clavis2 [166], we summarize its operation and major points of implementation
in the following.

The schematic of the commercial plug-and-play system Clavis2 is shown in fig. 3.1.
Pulses originate in Bob’s laser at a fixed frequency of 5 MHz. They pass through an unbal-
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Figure 3.1: Plug-and-play system, as implemented in Clavis2. Figure reprinted from [142].

anced Mach-Zehnder interferometer (MZI) where one arm is intentionally made 1 m longer
than the other arm. The longer arm has a polarization rotator to rotate the polarization
by 90 ◦. It also contains a phase modulator that chooses the measurement basis for Bob.
The phase modulator is off during the first pass when light is traveling from Bob to Alice.
The pulses from the two arms are combined by the polarization beam splitter (PBS) and
goes out into the quantum channel. Thus, for each laser pulse generated by Bob, there
are two orthogonally polarized pulses in the quantum channel going towards Alice with a
fixed delay of 50 ns between them corresponding to the arm length difference of 10 m in
the MZI. The first pulse is traditionally called ‘reference pulse’, while the second is called
‘signal pulse’. The signal pulse has lower energy than the reference pulse since it passes
through the longer arm containing the phase modulator and suffers additional loss.

Alice’s attenuator VOA1 attenuates the signals, her phase modulator (PM) applies
random phase φA (0, π

2
, π, 3π

2
) on the signal pulse, and the Faraday mirror (FM) reflects

and rotates the polarization orthogonally for both pulses. Thus, when the two pulses go
out of Alice towards Bob, the signal pulse, attenuated to single photon level, contains the
encoded bit value from Alice. After the two pulses arrive at Bob, they take the opposite
arms of the MZI than the ones they took during first pass. The PM in the long arm is now
‘on’ and applies a random phase φB (either 0 or π

2
) to the reference pulse. As a result of the

combination of FM and unbalanced MZI, the two pulses have the same polarization, path
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difference and arrive at Bob’s 50:50 beam splitter (BS) at the same time. Hence, the choice
of the output BS path depends only on their relative phase difference (φ = φA−φB). Two
detectors D0, D1 and a circulator are used in the configuration shown in fig. 3.1 to collect
the light after the BS. If φ = 0 (φ = π), the pulses emerge at the same (different) path from
which they came, and are collected by D1 (D0). This is a measurement in the compatible
basis. However, if Alice and Bob choose different bases (such that φ = π

2
or 3π

2
), then the

photons are split with equal probability between D0 and D1. These are measurements in
the incompatible basis and these results are discarded during sifting. In this way, the raw
key exchange is performed in Clavis2 system.

3.2.2 Operation of the pulse-energy-monitoring system

The function of the pulse-energy-monitoring system (PEMS) is to integrate the incoming
pulse energy and trigger an alarm when the energy exceeds a predefined threshold value.
A simplified diagram of the PEMS employed in Clavis2 is shown in fig. 3.2. A fiber-
pigtailed p-i-n photo diode (JDSU EPM 605LL) is used to detect the light. Its photo
current is processed by an electronic circuit shown in fig. 3.2a. Signals at six test points
marked in the circuit are shown in fig. 3.2b and fig. 3.2c. At the front-end of the circuit
there is a two-stage transimpedance amplifier, converting photo current into voltage signal.
Owing to insufficient bandwidth of the amplifier first stage (opamp DA1; Texas Instruments
OPA380), it outputs slow-rising electrical pulses that extend to the next few bit slots and
interfere with the signals from those slots. The amplifier’s second stage is a wideband
current-feedback opamp DA2 (Analog Devices AD8009) that does not further distort the
signal. Its output acts as a gate pulse for an N-channel field-effect transistor FET1 that is
a part of an integrator circuit.

In theory, the operation of the integrator circuit should be the following. The gate pulse
for FET2 (reset signal) is applied by the field-programmable-gate-array (FPGA) system
controller. This reset signal is normally high, keeping FET2 in a conductive state such that
current flows through it to charge an integrating capacitor C. At time t1, the reset signal
switches FET2 into high-impedance state for 50 ns, and the capacitor starts to discharge
through FET1 (see capacitor signal). The amount of discharge is proportional to the power
of the incoming light. At time t2, reset signal switches FET2 into conductive state again
and stops the discharging. This happens for each bit slot, and a negative spike proportional
to the incoming light energy is generated at the capacitor. The negative spike is compared
to a predefined threshold level Vth, whose value is calibrated at the factory in such a way
that during normal operation, the negative spike amplitude is very close but almost never
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(b) Signals during normal operations.
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Figure 3.2: Pulse-energy-monitoring circuit and oscillograms. The six test points are
marked ‘light’, ‘amplifier’, ‘reset’, ‘capacitor’, ‘comparator’ and ‘alarm’ in (a), and the
oscillograms at these points are shown (b) for normal operation and (c) for the case when
light power is increased by 0.1 dB (i.e., by ≈ 2%) above normal operation. During normal
operation, when light pulses arrive with expected energy, the capacitor voltage always stays
over the threshold level Vth. However, when the pulse’s energy is higher than expected,
due to higher gate pulse to FET1, deeper discharge of the integrating capacitor results.
This causes its voltage go below Vth, which in turn creates an alarm. Figure reprinted from
[142].
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goes below Vth. However, when there is an extra light, this negative voltage spike crosses
the threshold causing the output of comparator DA3 to go low triggering an alarm signal.

In actual operation of the practical implementation, when the reset signal from the
FPGA goes back in the normal high state while the amplifier output is also high, both
FET1 and FET2 are in the conductive state simultaneously. As a result, current from the
+3.3 V supply flows through both the FETs into the ground and the integrating capacitor
cannot be charged instantly by the positive reset signal. This produces the capacitor signal
seen on the oscillogram that does not quite match the expected ideal circuit behavior.
Nevertheless, the capacitor signal’s lowest level during the cycle strongly depends on the
light energy, allowing the circuit to detect a small excessive amount of light in a single
pulse when tested to ID Quantique’s specification.

The comparator signal is fed to a pulse generator that produces fixed-width pulse on the
low-to-high logic level transition. This is the alarm signal fed to the FPGA that indicates
the excess of incoming light. The system software discards all detections in the frame if one
or more pulses inside the frame have triggered alarm in Alice. Thus any attempt by Eve
to inject brighter pulses in a frame should lead to that frame being dropped from QKD.

3.3 Requirements for successful eavesdropping

We have chosen the following criteria for Eve that she must satisfy in order to remain
inconspicuous while performing the attack:

1. Maintain synchronization: The synchronization between Alice and Bob must not
break.

2. Inject Trojan photons without alarm: The Trojan photons must not trigger the
alarm.

3. Maintain same detection rate: Detection rate at Bob must not be altered.

Next we discuss how each of the issues can be maintained during the successful attack.

3.3.1 Maintaining synchronization

In Clavis2 system, the synchronization of Alice’s clock to Bob’s clock is maintained by the
sync detector (see fig. 3.1). Pulses are sent from Bob in packets called frames generated
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Figure 3.3: Optical pulses coming from Bob to Alice. (a) Trains of pulses (frames) gener-
ated by Bob. The frames are generated every 1 ms, are 340µs long, and contain 1700 pulse
pairs. (b) Beginning of the frame showing a synchronization pattern. The synchronization
circuit checks for this specific pattern in every frame. Figure reprinted from [142].

every 1 ms as shown in fig. 3.3a. Each frame is 340µs long and contains 1700 pulse pairs
with 200 ns period. Each of the 200 ns intervals containing one of these pulse pairs is called
a slot. Only the first 20 slots of each frame are used for the synchronization of Alice’s
clock, i.e., the timing of Alice’s modulator to Bob’s laser modulator and detector. The
synchronization pulses are shown in fig. 3.3b where at the beginning of each frame, Bob
first sends 16 pulses, then skips the next two (17th and 18th) intentionally, and then sends
the rest of the pulses of the frame. Alice’s synchronization detector checks for this pattern
in the first 20 slots with an avalanche photo diode receiver (Fujitsu FRM5W232BS). Upon
detection of the correct pattern, Alice’s electronics clock is synchronized to the frame and
this is done separately for each frame coming from Bob. During the attack, we placed
Eve in the quantum channel and generated synchronization pulses in the same pattern
as expected by Alice to maintain the synchronization. In this way, synchronization was
maintained.

3.3.2 Injecting Trojan photons

As mentioned in section 3.2.2, for each laser pulse generated by Bob, there are two signals
in quantum channel as shown in fig. 3.4. For the system under test, for a 1 m fiber line
between Alice and Bob, the energies of the calibrated reference and signal pulses are 150 fJ
and 73 fJ respectively at the output of Bob. Energy values in the rest of this work are
measured at the same point. We remark that as Alice applies her random encoding only
at the (second/trailing) signal pulse, only this pulse contains the quantum information.
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Figure 3.4: Pulse pair per slot in the optical link. The energy of the first/leading reference
pulse is 150 fJ and the energy of the second/trailing signal pulse is 73 fJ. Figure reprinted
from [142].

Hence, it is called ‘signal pulse’ while the first/leading pulse is called ‘reference pulse’.
In order to do a successful Trojan-horse attack, the Trojan photons need to be injected
in a time overlapping with the signal pulse, so that they can come out of Alice with the
desired encoding information. In section 3.4, we experimentally demonstrate three different
strategies, that achieve this goal by experimentally exploiting imperfections present in the
design of the PEMS.

3.3.3 Maintaining detection rate

During the attack, Eve should not change the probability of detection at the receiver;
otherwise, the receiver can easily monitor the detection rate and discover Eve’s presence.
After experimentally demonstrating the feasibility of injecting Trojan photons into the
system, we also modeled two different attacks to study the effect of increased mean photon
number on security. In each of these models, we assumed that the detection rate at the
receiver with and without the attack are same. We describe them in detail in section 3.5.

3.4 Experimental demonstration of attacks

In this section, we experimentally demonstrate three attack strategies to inject extra light
into the system at desired time slot without triggering any alarm. Each of the strategies
exploits imperfections of the PEMS. We named the first ‘bandwidth attack’ that exploited
the insufficient electrical bandwidth of the front end amplifier. The second attack was
‘saturation attack’ that took advantage of the reverse saturation and long recovery time of
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the same amplifier. The third attack was ‘edge-trigger attack’ that exploited a design flaw
of the electronics. They are discussed in more detail next:

3.4.1 Bandwidth attack

Ideally, the output of the front-end amplifier corresponding to the reference and signal
pulse should be two non-overlapping electrical signals separated by 50 ns. But the 3 dB
bandwidth of this amplifier in the current configuration was about 1 MHz [167]. This caused
it to output slowly rising electrical pulses (as mentioned in section 3.2.2) that overlapped
with the next signal or slot.

Since only the ‘signal pulse’ is encoded by Alice, only its photon number µ is significant
for the security 1. However, because the two pulses largely overlap at the amplifier output,
the electronics is mainly monitoring the total energy of the pulse pair and not the ‘signal
pulse’ only. Thus, we began by redistributing energy between the signal and reference
pulses (shown in fig. 3.4) by suppressing the reference pulse and making the signal pulse
proportionally brighter.

In this way, without triggering an alarm, we were able to increase the energy of the signal
pulse over the calibrated value by a multiplication factor of x = 3.1. The value of x = 3.1
means that our injected photon number was 3.1 times higher than the calibrated value. This
breaks the security in theory, but is only sufficient for a partial information leak of 49%
with BB84 protocol (80% with SARG04 protocol) when using an attack implementable
with today’s technology (analyzed in section 3.6). To increase x further, we started to
suppress additional pulses as described next.

For every four pulses, we suppressed the first three and injected at the fourth slot
a bright pulse which we call the ‘probe pulse’ (see fig. 3.5). Due to the three blocked
pulses, the voltage level at the output of the front-end amplifier is lower than normal
(compare fig. 3.5a with fig. 3.2b). As a result, when the brighter probe pulse arrives at
the fourth slot, it does not increase the voltage enough to trigger the alarm. In this case,
we were able to inject a probe pulse with a maximum energy of 623 fJ (shown in fig. 3.5b)
without triggering and alarm. This corresponded to a multiplication factor of approxi-
mately x = 8.5. We also experimentally performed blocking two out of three and one out
of two pulses and were able to inject a probe pulse with x = 7.3 and x = 5.4. Higher values
of x could be achieved by blocking more than three pulses, but in that case the negative

1This has been shown to be incorrect [168], however the current Clavis2 software assumes µ is the mean
photon number of the second pulse, disregards the mean photon number of the first pulse, and performs
QKD according to these assumptions.
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(b) Pulse shape carrying the maximum injected energy using this method (623 fJ).

Figure 3.5: Exploiting the low bandwidth of the front-end amplifier. Figure reprinted from
[142].
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Figure 3.6: Recovery of the front-end amplifier from the negative saturation to the normal
operation. (a) Entire 340µs long frame. A minor peak is visible in the amplifier output at
∼ 123µs, marking the recovery of the amplifier from the negative saturation. (b) Initial
part of the recovery from the negative saturation. Even though light pulses are arriving at
the input of the amplifier, no output is produced for ∼ 3µs. (c) A transient at ∼ 123µs
is the last irregularity, after which the amplifier fully recovers from the saturation. Figure
reprinted from [142].

saturation of the amplifier became the dominant factor, as discussed and generalized in
section 3.4.2.

3.4.2 Saturation attack

Although the first 20 slots in each frame bear the synchronization pattern, data-carrying
pulses (which we will henceforth call data pulses) start from slot 701 (140µs) and continue
to the last slot 1700 (340µs) of the frame. The slots 21 to 700 are kept idle, which is
a work-around for an engineering mistake: The output of opamp DA1 enters negative
saturation when there is no light coming in [167] at the end of the frames. Once pulses
start to appear at the beginning of the next frame, recovery from this saturation state
takes a relatively long time, approximately 123µs or 615 slots, with a bump at the end of
the recovery (see fig. 3.6). Hence, no data are sent during this unstable time. Pulse energy
is only monitored during the data pulses (slots 701–1700) 2.

2The frame structure described is taken from ID Quantique’s factory calibration utility for their com-
mercial encryption products. The current version of QKD software distributed with the research system
Clavis2 (as of December 2014) does not perform pulse energy monitoring, and has no idle pulses.

38



10 100 1000
0

5

10

15

20

25

30

35

40

Number of blocked pulses

Mu
lt

ip
li

ca
ti

on
 f

ac
to

r 
x

4

Figure 3.7: Multiplication factor x for (n + 1)st pulse vs. number of blocked pulses n.
Figure reprinted from [142].

To perform the attack, we removed all the pulses starting from 100µs till the start of the
monitoring period (140µs), which forced the amplifier to re-enter the negative saturation.
Then, starting at 140µs, for every n + 1 pulses, we blocked the first n pulses and sent a
bright probe pulse at (n + 1)st slot. We continued to increase the energy of this probe
pulse until an alarm was generated. The multiplication factor achieved versus n is plotted
in fig. 3.7. We see that the curve rises steeply for up to 100 pulses blocked, then starts to
saturate. By blocking 250 pulses, Eve can achieve multiplication factor x = 31.5, while by
blocking 100 pulses she can have x = 30.4. Thus, to avoid a reduction of the key rate under
attack, it is likely more efficient to block 100 or fewer pulses. As an example, we show the
100 pulse blocking case in fig. 3.8. The signal at the amplifier output became smaller as
we went further into the frame, vanishing in the last part of it. This is because the longer
the amplifier stayed into saturation, the more energy it needed to recover. While we have
entered 9 probe pulses each with 2220 fJ energy (x = 30.4), no alarm was generated during
the 140–340µs monitoring period.

3.4.3 Edge-trigger attack

As mentioned in section 3.2.2, the output from the comparator is applied to a pulse gen-
erator that produces a fixed-width alarm pulse on the low-to-high transition of its input.
In addition, the integrator is unable to reset the capacitor voltage if the amplifier output
is high. These particular design choices pose the biggest loophole in the system, which
we have confirmed experimentally. Before the start of the monitoring period, at around
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Figure 3.8: Attack exploiting the saturation effect of the front-end amplifier, blocking 100
pulses. The further into the frame the probe pulses are injected, the smaller the amplifier
output becomes, because the amplifier stays into saturation for a longer period and more
energy is required to bring it out of it. In the alarm plot, the first three pulses occurred
because the energy of the probe (light) pulses was enough to produce an amplifier output
strong enough to result in an alarm (as it has not yet been into a deep saturation). However,
they occurred before the monitoring period and were not counted as an alarm signal by
the FPGA. Similarly, the last pulse in the alarm plot occurred when the integrator was
reset after the frame (after the end of monitoring period) and was not counted as an alarm.
Figure reprinted from [142].
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(a) Bright pulse injection and its effect on the circuit. At the end of the frame when the amplifier
output became zero, the capacitor voltage was still low. The reason is because after the end of
the frame, the FPGA no longer generated the reset signal and hence the integrator did not reset.
It reset at the beginning of the next frame after the reset signal was produced.

0 10 20 30 40
0

300
600

Li
gh
t 
(R
W)

time (ns)

(b) Pulse shape carrying the maximum injected energy using this method (7150 fJ or 97 times
more than the calibrated signal pulse).

Figure 3.9: Exploiting edge-triggered alarm monitoring. Figure reprinted from [142].
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100µs, we started injecting bright probe pulses at each slot in order to push the capacitor
voltage completely below the threshold (see fig. 3.9). As long as the bright pulses were sent
(in our case until the end of the frame), the comparator output remained low and there
was no low-to-high transition for the pulse generator to produce the alarm. After the end
of the frame, when we stopped sending the bright pulses, the amplifier output went low as
seen from fig. 3.9a but the capacitor voltage was still below the threshold as there was no
reset signal to reset the integrator at the end of the frame. Using this method, we were
able to inject probe pulses with a maximum energy of 7150 fJ (limited by our available
source power) corresponding to a multiplication factor x = 97 (fig. 3.9b). Note that the
attack takes place in every bit slot, and no pulses needed to be blocked. Intuitively, at such
a high µ this attack shifts Alice’s operation close to a classical regime, and no security can
be maintained.

3.5 Modeling of attack

The calculation of secret key rate in CLavis2 is based on the following assumptions:

1. Eve has no control over Bob’s detectors, i.e., she cannot change Bob’s detector effi-
ciency and detection probability.

2. Bob expects a certain count rate and Eve should not change it.

3. Eve performs individual attacks. More specifically, her attack is a combination of
photon-number-splitting (PNS) (see section 2.3.5) and cloning (see [169]) attack.

4. Events containing more than two photons are ignored since they occur too infre-
quently to make a significant contribution.

Considering the above assumptions, the mutual information between Alice and Eve
becomes [170]

IA:E =
1

2
µη(ttb −

µ

2
)I1(D1) +

1

2
µη
µ

2
, (3.1)

where µ is the average photon number per pulse set by Alice, η is Bob’s detector efficiency,
t is the measured channel transmission efficiency, tb is the transmission in Bob’s interfer-
ometer, and I1(D1) is the information gathered by Eve when she performed cloning attack
that introduces a disturbance D1 on the state. The first term in the equation comes from
the cloning attack, where Eve obtains partial information, and the second term comes from
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the PNS attack which gives Eve full information. The mutual information between Alice
and Bob IA:B is defined as [170]

IA:B =
1

2
[µttbη + 2pd][1− fecH(Q)]. (3.2)

Here, pd is Bob’s detector dark count probability, fec is the error correction efficiency, H
is the binary entropy function, and Q is the measured QBER. The term fecH(Q) accounts
for the information revealed during error correction, which must be discarded. The final
key is calculated as:

S = IA:B − IA:E, (3.3)

Our two modeled attacks follow the first three assumptions but includes multi-photon
events (with more than two photons) which become significant as µ is increased. The
attacks also assume that Bob does not monitor double clicks, and instead implements
the squashing model [171] (implemented by ID Quantique in a recent software update to
Clavis2), where double clicks are assigned a random bit value, therefore contributing to an
average 50% QBER. We named our two modeled attacks as ‘strong attack’ and ‘realistic
attack’ that are described in more details next.

3.5.1 Strong attack

In this attack, we assume that Eve is limited by the laws of quantum mechanics only. We
assume she is doing a combination of PNS and cloning attacks [170] (as assumed in the
key-rate calculation of Clavis2 system). However, in this case µ is being manipulated by
a multiplication factor of x and at higher values of x, the contribution of multi photon
pulses are no longer negligible (as assumed in the key-rate calculation of Clavis2). So,
actual information available to Eve is higher than what was calculated in the privacy
amplification step and in this way Eve can extract extra information about the keys. The
actual mutual information between Alice and Eve then becomes:

I ′A:E = R1I1(D1) +Rmulti. (3.4)

Here R1 (Rmulti) is the contribution to Bob’s detection rate from the single-photon (multi-
photon) pulses where Eve implements the cloning (PNS) attack.

R1 =
1

2
p1attackηxµe

−xµ (3.5)
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Rmulti =
1

2

∞∑
n=2

pnattack[1− (1− η)n−1]
(xµ)n

n!
e−xµ, (3.6)

with pnattack the probability of performing the attack on the n-photon pulse. When Eve does
not attack a pulse, this pulse is blocked and does not contribute to Bob’s detection rates.
To ensure that expected count rate at Bob remains unchanged, the rates must follow

R1 +Rmulti =
1

2
[1−

∞∑
n=1

((1− ttbη)n)
µn

n!
e−µ]. (3.7)

Here, the right-hand side is the detection rate when there is no attack. When x is
small, pnattack is always 1 for n ≥ 2. As x increases, the probability of cloning attacks
(p1attack) decreases. If x is large enough for eq. (3.7) to be satisfied with p1attack = 0, Eve
stops performing cloning attacks and begins blocking the pulses with lower photon number
to satisfy eq. (3.7), i.e., first p2attack is reduced, then p3attack and so on until the equation is
satisfied. In this way, Eve can maintain the detection rate at Bob.

3.5.2 Realistic attack

Our modeled realistic attack assumes that Eve is limited by present day technologies. In
a realistic attack, Eve cannot alter the transmission of the channel, the alignment of the
system or characteristics of Bob’s detectors. In addition, she must use realistic beam
splitters and optical switches that have non-zero insertion loss.

Eve’s realistic attack strategy is to implement an unambiguous state discrimination
(USD) attack [87] with a certain probability pUSDattack while doing nothing with a probability
(1 − pUSDattack).

3 Eve’s measurement apparatus, shown in fig. 3.10, consists of a 50:50 beam
splitter followed by two receiver units Bob′ (one for each measurement basis) with two
detectors each. We assume Eve is placed immediately outside Alice’s system (before any
transmission losses in the fiber) as this gives Eve the maximum detection probabilities.
Eve also has a source Alice′, placed just before Bob. This source emits attenuated-laser
quantum states with an average photon number µe. Using this source, Eve sends a pulse
whenever her detections allow her to unambiguously discriminate the state (i.e., when
she measures photons in three different detectors, ensuring the correct state is the one

3We also analyzed the beam-splitting attack strategy [30, 88], but it performed significantly worse than
the USD attack. Hence we only present here the results from the USD attack. In addition, the USD attack
has the advantage of producing no extra errors (which could be monitored and used to detect Eve).
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Figure 3.10: Realistic attack scheme. With a probability pUSDattack, pulses from Alice are
measured by Eve using a 50:50 beam splitter followed by two copies of Bob’s setup Bob′

that use different measurement bases. When the USD measurement is successful, Eve sends
a pulse in the measured state using a source Alice′ placed next to Bob. SW1 and SW2 are
optical switches. SW2 can in practice be replaced by an asymmetric beam splitter. Figure
reprinted from [142].

measured in the basis with only one detector click). When the state discrimination is
ambiguous (measurement in only one or two detectors), she sends nothing. We assume
that Eve’s alignment is as good as Alice’s and Bob’s (same fringe visibility V ), giving
Eve’s QBER [170]

Qe =
1

2

(
1− V

1 + 4pe/(µtstBSηe)

)
, (3.8)

where tBS (ts) is the insertion loss of Eve’s imperfect beam splitter (optical switch), ηe is
the total detection efficiency of Bob′ (including its internal losses), and pe is the detector
dark count probability in Bob′. The mutual information between Alice and Eve is then:

I ′′A:E = RUSD(1−H(Qe)), (3.9)

where RUSD is the contribution to Bob’s detection rate when Eve successfully performs the
USD attack. The rate is given by the probability that Eve’s measurement is unambiguous
multiplied by the probability that Bob registers a measurement in the right basis:

RUSD = pUSD
1

2
(2pd + 1− e−µetstbη), (3.10)

where pUSD is the probability of an unambiguous measurement by Eve given by the prob-
ability of three-detector click:

pUSD = (1− e−xµtBStsηe/2)(1− e−xµtBStsηe/4)2 (3.11)
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In order for Eve to not be detected, she must maintain the expected rate at Bob:

pUSDattackRUSD + (1− pUSDattack)
1

2
(2pd + 1− e−xµt2sttbη)

=
1

2
(2pd + 1− e−µttbη).

(3.12)

As x increases, pUSDattack will increase, allowing Eve to perform her attack more often. If x
is large enough, Eve can perform the attack on every pulse (pUSDattack = 1) without reducing
the rate, giving her maximum information.

3.6 Simulation and results

We simulated our attacks using parameters extracted from experimental runs of the Clavis2
system. For several values of channel transmission t we extracted QBER Q, fringe visibility
V , average photon number at Alice’s output µ, Bob’s detector efficiency η and dark count
rate pd (averaged between Bob’s two detectors). We used the factory-calibrated value for
Bob’s interferometer short-arm transmission tb. The number of data pulses sent by Alice
was extrapolated based on the number of detections at Bob, t, µ, tb, η and pd, allowing
us to ignore detector deadtime by giving us a number of pulses for which Bob’s detectors
were sensitive.

In the strong attack, Eve uses lossless lines, perfect efficiency detector with no dark
counts and perfect alignment, and has access to perfect-efficiency quantum memory and
the quantum non-demolition photon-number measurement. In the realistic attack, we
assume commercially available fiber beam splitters that can achieve insertion loss as low as
0.3 dB [172] (in addition to splitting loss), and optical switches which can achieve insertion
loss of < 1 dB [173, 174]. The best detectors that would currently be available for Eve
are superconducting nanowire detectors, which are commercially available and have shown
both high efficiency (> 90%) and very low dark count rate (< 100 s−1) [175, 176]. We
assume the total detection efficiency of Bob′ ηe = 80%, to further account for minor losses
in his optical scheme. We measured the QBER of our Clavis2 system without Eve (for
example, in BB84 at 3.4 dB line loss, it was 1.34%). In both of our attacks, this measured
QBER is used as the minimum QBER for Bob. We allow Eve to increase the QBER in the
strong attack to a maximum of 8%, which is near the limit where Clavis2 can (sometimes)
extract secure key [84]. The realistic attack does not cause any increase in QBER because
Eve will block all pulses where she does not unambiguously determine the state.
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Of the three strategies to inject Trojan photons presented in this thesis, the first two
require Eve to suppress a certain number of pulses. This limits the information that Eve
can gather because she has to maintain the rate at Bob by decreasing the probability of
her attack (pUSDattack). In the third attack, Eve can increase the energy of all pulses, which
allows her to get the most information. We used numerical simulation to compute the
performance of the attacks.

3.6.1 Attack performance on BB84

The fraction of secret key leaked to Eve with the attacks is shown in fig. 3.11. In the
bandwidth and saturation attacks, Eve must increase µ sufficiently to compensate for
the suppressed pulses before the attack can be performed without her being notice. The
bandwidth attack can increase µ by up to a factor x = 7.3 while suppressing two pulses,
more than the required x = 5 to extract full information in the realistic attack model. The
performance of the saturation attack is hindered by the large number of pulses suppressed.
Nevertheless, the required x = 6.2 to extract full information in the realistic attack model
can be achieved since suppressing four pulses allows x = 7.87. The edge-trigger attack,
where no pulses are suppressed, allows Eve to extract information with a lower µ (starting
at x = 3 in the realistic attack model), and can extract full information at x ≥ 3.2.
For strong attack model, full information can be extracted at x = 1.2, 2.1 and 2.8 for
edge-trigger, bandwidth and saturation attacks respectively.

Figure 3.12 shows the dependence of minimum x on channel loss for both partial and
full information leak in the edge-trigger attack. The value of µ depends on the channel
loss (µ ≈ t [170]), resulting in attack thresholds that only weakly depend on the channel
loss, as seen in fig. 3.12. Note that commercial Clavis2 systems are only able to extract
secure keys up to a certain line loss, limited by detector dark counts. BB84 protocol is
more sensitive to loss than SARG04. Our system sample was able to produce secure key
with BB84 at up to 6.7 dB line loss. Beyond this loss, BB84 was never able to extract
secure key and thus there was no key information for Eve to gain.

3.6.2 Attack performance on SARG04

In the SARG04 protocol [34], keys are encoded in the basis instead of in the state. This
lowers the sifting factor to 1/4 (from BB84’s 1/2) but makes the protocol more robust
to PNS attacks. To properly identify the encoded bit, Eve’s measurement must return
the same outcome as Bob’s measurement. Each photon measured by Eve thus has a
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Figure 3.11: Fraction of secret key leaked to Eve in the BB84 protocol. The edge-trigger
attack, which can increase µ in all pulses, allows Eve to gain full information with lower
multiplication factor x than the attacks that require suppression of pulses. At low x (where
the curve stops, marked by the crosses), Eve is unable to maintain the expected count rate
at Bob (in the realistic attack), or induces too high QBER (in the strong attack), resulting
in disclosing her presence. When the ratio is 0 (realistic attack), Eve is able to maintain the
rate but cannot extract sufficient information to overcome privacy amplification. Channel
loss is 3.4 dB and, in the strong attack model, Eve is restricted to a maximum QBER of
8% to avoid suspicion. This maximum QBER value was chosen because it is near the limit
where Clavis2 can (sometimes) extract secure key [84]. Figure reprinted from [142].
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probability 1/4 of giving the desired outcome. The probability that Eve fails to gain the
right information when measuring n photons is then

En =

(
3

4

)n
. (3.13)

In addition, because the basis is never revealed in the analysis, Eve gains no advantage in
waiting until sifting to perform her measurement. We extended both the strong and the
realistic attack models to this protocol using Eve’s modified probability of failure. The
results are shown in fig. 3.13.

While SARG04 is more resistant to the PNS attack than BB84, it’s also less resistant
to the USD attack. This is because the SARG04 protocol performs privacy amplification
based on the photon-number-splitting attack in which, for one measured photon, Eve
extracts only 1/4 of the information. In comparison, Eve could extract full information
in BB84 for one photon measurement using photon-number-splitting attack. However, the
information extracted by the USD attack is the same for both SARG04 and BB84, allowing
partial key extraction at lower x owing to the reduced privacy amplification performed by
the SARG04 protocol. As with BB84, the attacks requiring fewer blocked pulses perform
better.

3.7 Attack on quantum coin-tossing

Quantum coin tossing (QCT) allows two distrustful parties (Alice and Bob) that are sep-
arated by distance to agree on a bit value, while providing security guarantees that are
stronger than classically possible. Loss-tolerant strong QCT protocol was first proposed
in [177] and implemented in [20] with the use of an entangled source. The protocol was
slightly modified in [178] to account for noise in the system, and enabled the implementa-
tion of QCT using a plug-and-play system [19]. The two implementations [20, 19] expanded
the applicability of quantum information processing beyond QKD. Their results confirmed
that using today’s technology, QCT can provide a lower cheating probability than its clas-
sical counterpart. In this section we demonstrate how a deviation of µ from the ideal value
can affect the performance of the QCT protocol presented in [178]. In order to take into
account all standard experimental imperfections, including channel noise, multi photon
pulses, losses and dark counts, Pappa et al. introduced an honest abort probability H,
which is the probability that the protocol is unsuccessful when both parties are honest.
For a desirable value of H, the two players can agree on the value of the protocol parame-
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ters, namely the number of protocol rounds K, the mean photon number µ and the state
coefficient y of the (rotated) Bell states used by the protocol [19].

Alice’s cheating probability only depends on the coefficient y of the quantum states,
therefore a deviation of the mean photon number will not improve her strategy. However,
Bob’s cheating probability is a function of µ and can be upper-bounded [178, 19]

pBcheat ≤
4∑
i=1

P (Ai)P (cheat|Ai) + [1−
4∑
i=1

P (Ai)]. (3.14)

Here, P (Ai) (for i = 1, . . . , 4) is the probability of the four possible events where Bob
receives at most one two-photon pulse in the K protocol rounds, and P (cheat|Ai) is the
maximum cheating probability given that event Ai occurred. For the remaining events, we
consider that the cheating probability is 1.

We use the data obtained from the plug-and-play implementation of QCT over 15 km
of optical fiber using Clavis2 [19], to demonstrate how a malicious Bob, having the ability
to increase µ by a factor x without being detected, can increase his cheating probability.
In fig. 3.14, we show the effect of the three attacks presented in this chapter, on Bob’s
cheating probability in comparison with the ideal case where µ does not deviate from its
ideal value (in this case µ = 0.0019)4. Using the bandwidth attack for two-pulse blocking
case, the mean photon number increases to 7.3µ while the protocol rounds decrease to
K/3. For the saturation attack with four-pulse blocking, we have mean photon number
7.87µ and rounds K/5. Finally, for the edge-triggered attack we have used x = 10 while
keeping the number of protocol rounds the same (i.e., no pulses suppressed), resulting in
unity Bob’s cheating probability. We note that our modeling here upper-bounds Bob’s
cheating probability, considering that he has perfect equipment, controls the losses of the
channel, and also has the ability to perform quantum non-demolition measurements.

We observe that, if Bob uses any of the three attacks to increase the mean photon num-
ber, and is not detected by Alice’s pulse-energy-monitoring system, then there is no prov-
able quantum advantage for coin tossing. This means that, similar to QKD, QCT is also
vulnerable against the inability to maintain a constant mean photon number. In fig. 3.14,
we also show how much manipulation of µ is required from a quantum Bob in order to
increase his cheating probability to the classical limit. For example, for honest abort prob-
ability 0.014, if Bob is able to increase µ by x = 1.389 from the ideal value of 0.0019, then

4Note that in [19] the authors also considered errors during the state preparation (Alice), the choice of
measurement basis and bit value, as well as differences in detector efficiencies (Bob). For simplicity, here
we assume uniform distribution for Alice’s state preparation and Bob’s basis, bit choice, as well as equal
detector efficiencies
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his cheating probability becomes the same as the classical cheating probability. Equiv-
alently, this means that for this specific honest abort probability, Alice needs to have a
measurement precision of 38.9% on the value of µ, if she wants to make her protocol at
least as secure as its classical counterpart. So, even if measures are taken to prevent an ad-
versary from manipulating µ, limited experimental precision for setting the exact security
parameters inherently affects the protocol performance, and can even make it insecure.

3.8 Countermeasures

Although the vision to implement the PEMS is highly appreciative and the implemented
strategy is generally correct, the technical realization should be revised dramatically in
order to be efficient against arbitrary Trojan-horse attacks. It requires changes in many
parts of the circuit: the front-end amplifier, the integrator and the alarm detector.

The negative saturation of the transimpedance amplifier OPA380 can be prevented by
pulling down its output by a 2 kΩ resistor to the −5 V power supply, as advised in the
data sheet of the opamp [167]. Nevertheless, the amplifier bandwidth choice, which has
been made on a specification considering limited classes of attacks, is not sufficient for
the accurate metering of the calibrated signal (second) pulse when Eve can transfer optical
energy from the first pulse to the second one. To obtain precision of, say, 10%, the amplifier
output after the first pulse needs to decay to 5% of its maximum value, since the first pulse
is about twice as large as the second pulse. It limits the time constant of an amplifier
by the value of 50 ns/(−ln(0.05)) = 16.7 ns, which corresponds to bandwidth of at least
9.5 MHz (assuming amplifier’s frequency response equivalent to an RC-filter). Hence, the
front-end transimpedance amplifier should be remodeled to enhance the bandwidth.

At the moment, the integrator circuit functions more like a peak detector than an ideal
integrator. Square-law dependence of the FET1 source current on the gate voltage results
in non-linearity. It appears that the circuit output is more sensitive to a higher level of the
input signal, which is typical for peak-detecting. This way, the circuit actually measures
the pulse peak intensity rather than the pulse energy. For proper implementation, the
integrator should be built in such a way that the capacitor is charged by current linearly
depending on the input voltage.

The edge-triggered alarm generation by means of a monostable is not needed in this
circuit at all. Instead, a simple level triggering can be used. Actually, there is no risk of the
FPGA missing a too-short electrical pulse at the output of the comparator, because the
voltage at C cannot rise until it is reset by the FPGA through FET2. Hence, the monostable
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can be simply excluded, with possibly slightly delaying resetting the integrator capacitor
C to ensure a minimum time to keep the comparator output in a low logic-level state.
Implementing a precise high-speed analog integrator could be challenging. Alternatively,
the amplifier signal could be digitized with a fast analog-to-digital converter, and the rest
of processing done numerically in the FPGA.

3.9 Conclusion

We tested the commercial plug-and-play system Clavis2 [166] for possible loopholes in the
implemented pulse-energy-monitoring system (PEMS). Three implementation flaws were
found in the system design that permitted three distinct modes of attacks. We named
them ‘bandwidth attack’, ‘saturation attack’ and ‘edge-trigger attack’ respectively. We
experimentally exploited each of these loopholes and were able to inject extra light into
Alice without triggering any alarm. The attacks changed the actual mean photon number
µ′ coming out of Alice than the expected value µ permitted by the security proofs. We
defined a multiplication factor x = µ′/µ that quantifies this deviation. We modeled two
types of attack. ‘The strong attack’ was limited by the laws of quantum mechanics only.
The second attack, ‘the realistic attack’, was modeled using components that are found in
real world. We calculated the information extracted by Eve as a function of multiplication
factor for both these models and quantified the attack performances. We also analyzed the
implementation of a coin tossing system and showed that it is possible for an eavesdropper
to achieve a cheating probability up to 1.

This work points out the limitations of closed security standards developed inside a
company – ID Quantuqie – in this case. Although the company went above and beyond
everyone else’s prior research in this field to secure their commercial system by implement-
ing the PEMS, it was not sufficient; our tests found that the PEMS security was based
on flawed design logic and conservative assumptions on Eve’s ability. Our proposal is to
develop – for security – open standards and testing methodologies in collaboration between
research and industry.
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Chapter 4

Security evaluation of a free space
QKD system

This chapter is based on a published paper [143].

4.1 Motivation

Although fiber based QKD has been demonstrated in numerous occasions [30, 179, 180,
181, 121, 182, 55, 183, 119, 118, 120, 121, 126, 123, 35] and the technological advancement
has led to even commercial production [96, 60, 184], one important drawback is that its
maximum distance is limited to the order of 400 km [35]. The main reason is that losses
in fiber scales exponentially with distance and after certain limiting distance, QKD is no
longer possible. In comparison, the losses in free space scales much slowly, which makes it
a potential candidate for long distance QKD at distances beyond the limit of fiber based
QKD. Because of this, the idea of using ground to satellite link for QKD, which promises to
achieve much larger distance [139], is becoming a very promising and feasible proposition.
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4.2 Theory

4.2.1 Operation of the free space QKD prototype

As a representative of free-space quantum communication system, we chose a long-distance
satellite QKD prototype operating at 532 nm wavelength [140] employing polarization
encoded Bennett-Brassard 1984 (BB84) protocol [11]. In this particular version of the
protocol, at each time slot, the sender Alice randomly chooses one out of four polarizations:
horizontal (H), vertical (V), +45◦ (D), and −45◦ (A) and sends it using phase randomized
weak coherent laser. At the receiving end, Bob, measures the polarization of each incoming
signal in either the horizontal-vertical (HV ) basis or in the diagonal-antidiagonal (DA)
basis. After the transmission phase is complete, both parties communicate over a classical
channel and disclose their bases to each other. They store the classical measurement
results for the signals for which the bases were same and discard the rest of the results. If
no eavesdropper is present and all sources of errors (i.e., visibility, dark counts etc.) are
well characterized, then after sifting, the quantum bit error rate (QBER) is well below a
predefined threshold value. However, if there is an adversary trying to interfere with the
flying qubits in the channel, the resultant QBER will go higher than the threshold and the
presence of the eavesdropper is disclosed. In this way, free space QKD promises to provide
unconditional security.

In practice, our device under test employs a telescope to reduce the size of the incoming
collimated beam, followed by a non-polarizing beam splitter to randomly choose between
two measurement bases. It is followed by polarization beam splitters and single-photon
detectors to measure photons in the four states of polarization. The telescope of our receiver
consisted of a focusing lens L1 (diameter 50 mm, focal length f = 250 mm; Thorlabs
AC508-250-A) and collimating lens L2 (f = 11 mm; Thorlabs A397TM-A). The choice of
basis was performed by the use of a 50:50 beam splitter BS (custom pentaprism [140]). In
addition to polarization beamsplitter PBS1 (Thorlabs PBS121), PBS2 (Thorlabs PBS121)
was also used to increase the polarization extinction ratio in the reflected arm of PBS1.
Lenses L3 (Thorlabs PAF-X-18-PC-A) focused the four beams into 105 µm core diameter
multimode fibers (Thorlabs M43L01) leading to single-photon detectors (Excelitas SPCM-
AQRH-12-FC). The scheme and photograph of the receiver are shown in fig. 4.1(a,c).
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Figure 4.1: Experimental setup. (a) Scheme of the experimental apparatus, top view
(drawing not to scale). Eve’s source consists of a fiber-coupled 532 nm laser, attenuator
A, polarization controller PC, and a collimating lens (Thorlabs C220TME-A) mounted on
a two-axis motorized translation stage (Thorlabs MAX343/M). The latter allows changing
the beam’s incidence angle and lateral displacement at Bob’s front lens L1 simultaneously.
Green marginal rays denote the original alignment of Alice’s beam to Bob. Red and blue
marginal rays show a scanning beam from Eve tilted at an angle (φ, θ) relative to the
original beam. Features ¶–¹ mark different transmission paths for light inside Bob.
(b) Normalized detection efficiency η in channel V versus the illumination angle (φ, θ).
This scan was taken to show the features clearly by placing Eve at a closer distance.
(c) Photograph of Bob’s receiver. The actual distance between facing surfaces of L2–BS
is 42 mm, BS–PBS1 66 mm, PBS1–L3 31 mm, PBS1–PBS2 45 mm, PBS2–L3 10 mm in
channel A and 5 mm in channel V. Figure reprinted from [143]
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4.2.2 Spatial-mode-detector-efficiency mismatch side channel

One fundamental assumption of the security proofs of QKD is that the measurement
outcomes must be independent of the measurement bases and not controllable by Eve. If
this is not the case, the security proofs no longer holds. In theory, similar case can exist in
the present scenario. While the light is traveling from Alice to Bob, an eavesdropper can,
in principle, tilt the beam by an angle (φ, θ) such that at Bob, the beam misses, partially or
fully, the cores of fibers leading to three detectors while being relatively well coupled to the
core of the fourth one as illustrated in fig. 4.1a. This is probable because real-world optical
alignments are inherently imperfect and manufacturing precision is finite. Thus, just by
tilting the beam at a particular spatial angle, the eavesdropper may make a particular
detection outcome more probable than the others and also make the outcome dependent
on the choice of basis. This will allow her a control over Bob’s detection outcome. In that
case, it might also be possible for her to stage a faked-state attack and steal keys without
introducing any error [73, 150]. This side channel is termed spatial-mode-detector-efficiency
side channel and in the following, we evaluate the risk of this side channel.

4.3 Experiment

In order to test the presence of the spatial-mode-detector-efficiency mismatch side channel,
we performed a ‘scanning’ procedure. Eve’s setup consisted of a fiber-coupled 532 nm laser,
attenuator A, polarization controller PC, and a collimating lens (Thorlabs C220TME-A)
mounted on a two-axis motorized translation stage (Thorlabs MAX343/M) as shown in
fig. 4.1. Light from Eve was circularly polarized Gaussian-shaped with 9 mm width (at
1/e2 peak intensity) at L1. Green marginal rays denote the initial alignment from Eve,
replicating the alignment from Alice to Bob. This is the initial position of the translation
stage and the corresponding angle is called the reference angle {φ, θ} = (0, 0).

At first, we did a preliminary scan from a distance of 1 m. The result is shown in
fig. 4.1(b). It was seen that, at the vicinity of the reference angle, light is very well coupled
into the fiber core in all four channel ¶ and there is no difference in count rate among
them. When the angle started to increase, the focused beam started missing the fiber core,
and the detector count dropped off ·. A region was found when the beam reflected off
the polished edge of PBS2 back into the fiber core, causing the peak ¸. Increasing the
angle further made the beam hit the anodized aluminum mount of L1 and possibly edges
of other lens mounts and round elements in the optical assembly. It was scattered at these
edges, producing two ring-like features ¹. Beyond these features, there were no noticeable
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Figure 4.2: Angular efficiency scan of the receiver, and points of interest. Four pair of plots
H, V, D, A shown in both 3D and 2D represent normalized detection efficiency in the
four receiver channels versus illuminating beam angle (φ, θ). The angle φ = θ = 0 is the
initial angle of QKD operation. The last plot shows angle ranges with a high mismatch,
usable in our attack. Figure reprinted from [143]

counts other than background, as the beam completely missed the receiver aperture. We
adjusted the alignment of the setup to minimize ¸ and then started the final scanning
from a distance of 26.1 m.

The final scanning setup is shown in fig. 4.1. First, we moved the translation stage in the
transversal plane to change the beam’s incidence angle and lateral displacement at Bob’s
front lens L1 simultaneously. This is shown by the red marginal rays in fig. 4.1, representing
a beam from Eve coming at an angle (φ, θ) relative to the reference beam. Then we recorded
the corresponding count rate at all four detectors of Bob. For each angle, that represents a
data point, we used an integration time of 1 s. Then during post-processing, for each data
point from each detector, we subtracted the corresponding detector’s background count
rate, and normalized it after dividing by the maximum count rate in that detector. The
scanning was done in 38.3 µrad steps and composed of approximately 10000 data points
covering ±1.84 mrad range, corresponding to lateral displacement of ±48 mm, covering
the entire clear aperture of L1.

Figure 4.2 shows the normalized detection efficiency in all four receiver channels as a
function of (φ, θ).
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4.4 Attack modeling and results

To evaluate the security risk, we modeled an attack that exploits the discovered side-
channel. We modeled a practical faked-state attack using the obtained data and the
following assumptions: Alice and Bob perform non-decoy-state Bennett-Brassard 1984
(BB84) protocol using polarization encoding. Alice emits weak coherent pulses with mean
photon number µ equal to Alice–Bob line transmittance [65]. Whenever Bob registers a
multiple click, he performs a squashing operation (double-click in one basis is mapped to a
random value in that basis, while multiple clicks in different bases are discarded) [185, 186,
171]. Alice and Bob also monitor total sifted key rate, and quantum bit error ratio (QBER).
Eve has information about Bob’s receiver characteristics described above, and only uses
devices available in today’s technology. She intercepts photons at the output of Alice,
using an active basis choice and superconducting nanowire detectors, with overall detection
efficiency ηe = 0.85 and dark count probability < 10−9 per bit slot [175]. Then, a part of
her, situated close to Bob, regenerates the measured signal and sends to Bob. We assume
that Alice–Bob and Alice–Eve fidelity F = 0.9831 [140], while Eve–Bob experimentally
measured F = 0.9904. Here fidelity refers to the probability that a polarized photon will
emerge from the PBS at the correct path, which is related to visibility V by F = (1+V )/2.
We also confirmed experimentally that Eve–Bob fidelity is preserved at all illumination
angles shown in fig. 4.2.

Let ηi(j) be the normalized efficiency of Bob’s i-th channel (i ∈ {h, v, d, a}) given that
incoming light is j ∈ {H,V,D,A} polarized. To maximize Eve–Bob mutual information,
Eve wants to maximize the detection probability when Bob measures in the same basis as
her. Thus, to find attack angles for the j-th polarization, she should pick angles that have
higher values of ηj(j). On the other hand, to reduce the QBER, she wants to minimize
Bob’s detection probability when Bob measures in the non-compatible basis. This requires

her to pick angles for which the ratio δj(j) = min
{

ηj(j)

ηnc0(j)
,
ηj(j)

ηnc1(j)

}
is maximum. Here ηnc0

and ηnc1 are the normalized efficiencies of the two detectors in the non-compatible basis.
This ensures that when Eve’s polarization basis matches that of Bob, light is detected with
maximum efficiency; however, when her basis does not match that of Bob, the detection
probability is very low to contribute significantly to the QBER. Our experimental attack
angles are shown in the rightmost plot in fig. 4.2. In the figure, the H attack angles were
composed of points for which ηh(H) ≥ 0.2 and δh(H) ≥ 75. Similarly, the V, D and A
attack angles were composed of points for which ηv(V ) ≥ 0.002, δV ≥ 8; ηd(D) ≥ 0.4,
δD ≥ 80; ηa(A) ≥ 0.1, δA ≥ 20 respectively. Note that, the thresholds chosen here to
find the attack angles were picked manually and not optimal; nevertheless, they result in
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successful attacks. Relaxing the thresholds to lower values will increase the area of the
attack angles but may lead to higher values of QBER.

To derive an expression for the key rate and QBER in Eve’s presence, we start with a
system with only Eve and Bob. Let’s consider Eve sending an H-polarized pulse to Bob
within the attack angles H. Before squashing, the raw click probability pi(j) that detector
i in Bob clicks given Eve has sent j-polarized light is

ph(H) ≈ ch + 1− exp

(
−µHFηh(H)

2

)
,

pv(H) ≈ cv + 1− exp

(
−µH(1− F )ηv(H)

2

)
,

pd(a)(H) ≈ cd(a) + 1− exp

(
−µHηd(a)(H)

4

)
,

(4.1)

where µi is Eve’s mean photon number when she is sending i-polarized light at attack angle
i and ci is Bob’s background click probability per bit slot in i-th channel. The probability
Phv(H) that after squashing Bob measures in HV basis, given Eve has sent an H-polarized
pulse, is composed of three events: when only detector H clicks, when only detector V
clicks, or when both click. It can be written as

Phv(H) =
[
1− pd(H)

][
1− pa(H)

]
×
[
ph(H) + pv(H)− ph(H)pv(H)

]
.

(4.2)

Let’s now include Alice into the picture. Consider Alice sends an H-polarized pulse, and
Eve intercepts it. Let P e

c ≈ 1
2
(1−e−µFηe)e−µ(1−F )ηe and P e

w ≈ 1
2
e−µFηe(1−e−µ(1−F )ηe) be the

probability that Eve measures in the compatible basis (i.e., the same basis as Alice) and gets
a click only in the correct and wrong detector respectively. Let P e

nc ≈ 1
2
(1− e−µηe2 )e−

µηe
2 be

the probability that she measures in the non-compatible basis (different basis than Alice’s)
and gets a click in a single detector. The sifted key rate given Alice has sent H-polarized
light is

Re(H) ≈P e
c Phv(H) + P e

wPhv(V ) + P e
nc [Phv(D)+Phv(A)]

+ (1− P e
c − P e

w − 2P e
nc)(ch + cv − chcv).

(4.3)

An error can occur when Eve measures Alice’s signal in non-compatible basis or when Eve
measures in compatible basis but Bob measures a wrong value owing to imperfect fidelity
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or dark count. Hence, the error rate conditioned on Alice sending H-polarized light is

EH ≈P e
c Pv(H) + P e

wPv(V ) + P e
nc [Pv(D) + Pv(A)]

+ (1− P e
c − P e

w − 2P e
nc)(cv −

cvch
2

),
(4.4)

where Pi(j) is the probability that Bob measures value i after squashing, given Eve has
sent j-polarized light. For example,

Pv(H) =
[
pv(H)− ph(H)pv(H)

2

][
1− pd(H)

][
1− pa(H)

]
. (4.5)

Sifted key rates and errors in Eve’s presence [eqs. (4.3) and (4.4)] conditioned on V , D,
A polarizations sent by Alice can be calculated similarly. The total sifted key rate and
QBER in Eve’s presence become

Re =
1

4

∑
j=H,V,D,A

Re(j),

QBERe =
1

4Re

∑
j=H,V,D,A

Ej.
(4.6)

The only free parameters left for Eve to manipulate are the mean photon numbers of
her signal. Knowing the angular scanning data, Eve can use a numerical optimization to
find values of µH , µV , µD, µA that minimize QBERe while keeping Re = Rab, where Rab

is Bob’s sifted key rate without Eve. Our numerical optimization achieves this for Alice–
Bob channel loss ≥ 3 dB if they are willing to accept a slight increase of QBER by less
than 0.7% (see fig. 4.3). Here we assumed Bob’s detector parameters as measured by us:
efficiency at φ = θ = 0 was 0.4 in all four channels, and individual detector background
count probabilities were in the range of 430 × 10−9 to 1560 × 10−9 per 1 ns coincidence
window. These optimization results are realistic conditions for a successful attack on most
communication channels [187, 188, 189, 190, 191, 192, 193, 140] Note that the distance Eve–
Bob can be increased without affecting attack performance, by replacing Eve’s illuminator
with four collimators oriented at the required attack angles.

We went further and imposed an additional constraint on Eve to make Re(H) =
Re(V ) = Re(D) = Re(A) = Rab. Our optimization shows that it is still possible for
Eve to pick appropriate mean photon numbers and successfully attack the system with
resultant QBER < 6.82% in 3–15 dB line loss range (fig. 4.3). Similar QBER values are
typical for outdoor channels, because of background light. Eve could shield Bob from the
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Figure 4.3: Modeled QBER observed by Bob versus line loss. The dotted curve shows
QBER without Eve. At lower line loss, the QBER is due to imperfect fidelity, while at
higher line loss Bob’s detector background counts become the dominant contribution. The
lower solid curve (blue) shows QBERe under our attack when only the total Bob’s sifted
key rate Rab is matched. The upper solid curve (red) additionally keeps his four channel
rates equal. Figure reprinted from [143]

latter to hide QBER resulting from her attack.

4.5 Countermeasure

In our attack, by sending lights at different angles, Eve has broken a fundamental as-
sumption of security proofs that detection probabilities are independent of detection bases
[194, 148]. We propose to restore this assumption by placing a spatial filter (pinhole) at
the focal plane of Bob’s L1 and L2 [fig. 4.1(a)]. Spatial filtering is sometimes done before
the beam splitters to increase signal-to-background ratio in the channel [190, 195, 196],
however it has not been characterized as a security countermeasure. We performed scan-
ning with 100, 75, and 25 µm diameter pinholes, and found that decreasing the pinhole
diameter gradually reduces the mismatch. The 25 µm diameter pinhole eliminated any
visible mismatch (fig. 4.4) even though we reduced our search parameters to ηi(j) ≥ 0.001
and δi ≥ 4. This pinhole provides Bob’s field-of-view of 100 µrad, which does not reduce
his efficiency with turbulent atmospheric channels [191]. Hence, we conclude that a 25 µm
pinhole may be an efficient countermeasure for the current setup.

One may ask the validity of this attack strategy by pointing that Eve needs to stay at
the line-of-sight between Alice and Bob which they can surely observe; It can also be a
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Figure 4.4: Angular efficiency scan of the receiver after a 25 µm diameter pinhole is placed
in the focal plane of L1, L2 (Fig. 4.1). No detectable mismatch between channels was
found under tight search conditions ηi(j) ≥ 0.001 and δi(j) ≥ 4. Figure reprinted from
[143]

countermeasure. However, we remark that this line of reasoning is wrong because it shifts
the basis of security from quantum mechanics to the visual inspection of the channel–
by some technical means like cameras or range-finders supported by image processing
software. Although there is no reason why that line of solution will not work, it is not
the intent of QKD to use some other mechanism to protect the channel to guarantee
security. Modern practice of cryptography assumes that Eve have full access and control
of the quantum channel and she can do whatever she wants (within the laws of quantum
mechanics) to break the security. From this point of view, the attack proposed in this
chapter is completely valid.

Usage of single-mode fibers to connect the free-space outputs of Bob’s receiver to the
single photon detectors can also be regarded as a countermeasure like the pinhole. How-
ever, there are two main reasons why multimode fibers are used instead of single-mode
in long-distance free-space QKD receivers. First, propagation of Alice’s single-mode beam
through a turbulent atmosphere splits it into multiple spatial modes [197] which requires a
multimode fiber for efficient collection. Second, the finite precision and speed of real-time
angular tracking of Alice’s beam requires that Bob accepts multiple spatial modes in a
certain acceptance angle [198, 195, 191, 193]. Use of single-mode fibers under these condi-
tions would lead to additional coupling losses & 10 dB [199] if the system does not include
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appropriate (and often expensive) adaptive correction optics [197]. Therefore, multimode
fibers and detectors with larger area are generally preferred as they allow good collection
efficiency without increasing complexity and cost.

Finally, one could argue to use adaptive optics at Bob’s receiver which would permit spa-
tial mode reception and hence would be robust against any spatial-mode-detector-efficiency
mismatch. Although it is a valid countermeasure, the practicality of it – considering present
long distance QKD implementations are complex and lossy – is yet to be tested. Note that,
in Refs. 70 and200, a detector scrambling strategy was proposed that might also be an effec-
tive countermeasure against efficiency mismatch attacks for single-photon qubits. However,
it is not clear how effective that countermeasure is, when one considers that the detectors
operate on optical modes, not on single-photon signals. This can be a future study.

4.6 Conclusion

In this work, we investigate a long-distance free-space polarization based QKD receiver and
experimentally demonstrate efficiency mismatches that an eavesdropper can take advantage
of. We identify the sources of the mismatches. We also experimentally demonstrate the
feasibility of a spatial-mode-efficiency-mismatch attack and quantify the performance of
the attack by modeling a faked-state intercept-resend attack. Our results show that under
the assumptions made in this chapter, the security is compromised for a loss range of
3− 20 dB.

Although our practical attack should work, and the physical countermeasure seems
promising, there is still room for improvement on both the attack scheme and countermea-
sures. Eve can employ more attack angles or combine this attack with some other suitable
attack schemes to increase the number of her free parameters. Alice and Bob can make
this harder by monitoring more parameters. Thus, it is a cat and mouse game which even-
tually – after several iterations – should lead to a proper guideline for the standardization
and certification of the free space QKD schemes against spatial-mode-efficiency mismatch
attacks.

After finishing this security evaluation, we recommend the following for the standardiza-
tion and certification of quantum communication against spatial-mode-detector-efficiency
side-channel. First, the user should characterize and check the receiver system for the ex-
istence of spatial-mode-detector-efficiency mismatch. This characterization method needs
to be optimized, standardized and certified. Secondly, the user should choose and employ
proper countermeasure such as employing the optimum-sized spatial filter, or use adaptive
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optics, single mode fibers, or use the detector scrambling proposals from Refs. 70 and 200.
After employing the proper countermeasure, its effectiveness must be tested and its effects
on the normal system operation of the system must be analyzed; this testing method also
needs to be standardized and certified.
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Chapter 5

Security evaluation of quantum
communication systems against laser
damage

This chapter is based on a published paper [91].

5.1 Motivation

‘Laser damage’ refers to manipulating the characteristics of a system component from its
characterized behavior by exposing it to high power laser [201]. The fact that laser damage
can create deviations in device characteristics in isolated system components has already
been shown in [141]. There are now open questions: is it possible to do the same in a
practical and running QKD system, is it feasible for an eavesdropper to do so, and how
much threat laser damage possess for the security of QKD systems. To answer all these
questions, there needs to be a risk evaluation for the security of QKD against laser damage.

Unfortunately, to the best of our knowledge, no such risk evaluation has been reported
in the literature so far. Hence, we embark on our journey to test the security of practical
quantum communication systems against laser damage. We test laser damage attack on two
different implementations of quantum communication system. The first one is a fiber based
plug-and-play system implementing quantum key distribution and coin tossing protocol.
The second one is a long distance free space quantum key distribution system. In both
cases, we aim to laser damage a security critical component while the system is up and
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running. Our goal is to investigate the feasibility of the attack and also evaluate the risk.
The details are given in the next sections.

5.2 Theory

Practical quantum communication systems consist of many components. Ideally, the com-
ponents should have well characterized properties and there should be no deviation from
it. In practice, there are deviations. However, all deviations may not necessarily lead to a
security vulnerability, rather they might lead to a denial of service. Below, we consider few
examples of probable deviations in device characteristics, and discuss their consequences.

1. Attenuator: In order to set a precise value of the outgoing mean photon number µ,
a calibrated optical attenuator is required in the implementations of ordinary QKD
[144, 96], decoy-state QKD [140], coherent-one-way QKD [59], measurement-device-
independent QKD [121], continuous-variable QKD [47], digital signature [202], rela-
tivistic bit commitment [203], coin-tossing [19] and secret-sharing [204] protocols. An
unexpected increase of attenuation may make µ too low causing a denial-of-service.
However, a reduction in attenuation will increase µ, leading to a compromise of secu-
rity via attacks that rely on measurement of multi-photon pulses [see section 2.3.5]
[142, 45]. E.g., in QKD and secret-sharing this will allow eavesdropping of the key,
and in bit commitment cheating the committed bit value.

2. Synchronization and monitoring detectors Some implementations use a detec-
tor for time synchronization [144, 96, 59, 121, 47, 203, 19, 204]. Desensitizing it may
result in the denial-of-service. However, several implementations require a calibrated
monitoring detector for security purposes [144, 96, 59, 47, 203, 19, 204]. A reduction
in its sensitivity may lead to security vulnerabilities such as a Trojan-horse attack
that reads the state preparation [81]. This leaks the key in QKD, increases the cheat-
ing probability in coin-tossing [142], leaks the program and client’s data in quantum
cloud computing [29] and allows forging of digital signatures [202].

3. Linear optics components: Many implementations use beam splitters and rely on
their pre-characterized splitting ratio (e.g., [144, 96, 140, 59, 47, 203, 19]). A shift in
the splitting ratio may lead to either the denial-of-service or security vulnerabilities
(e.g., [205] or one of the above-mentioned attacks).
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4. Encoding device: A shift in characteristics of a phase modulator or a Faraday
mirror may create imperfect qubits that will result in the denial-of-service or a breach
in security [206, 78, 207].

5. Detector properties: If the dark count rate of single-photon detectors is increased,
it may lead to the denial-of-service [141]. However, if it can be decreased, an eaves-
dropper might use it to her advantage.

Even in device-independent QKD (DI-QKD) [104], there are assumptions on the ab-
sence of information-leakage channels and memory [208]. Thus, there is a risk that these
assumptions may be compromised by deviations in device characteristics. To give a specu-
lative illustration, let’s suppose detectors in DI-QKD emit light on detection [209, 210, 211],
and to prevent this leaking information about detection results, spectral filters and optical
isolators are added to the devices. Then, unexpected deviations in characteristics of the
latter components become important for security. In summary, quantum communication
systems rely on multiple characteristics of many components for their correct operation,
and a deviation might lead to severe security consequences.

5.3 Laser damage in free space quantum communica-

tion system

To evaluate the risk of laser damage on free space quantum communication system, we
chose the long-distance satellite QKD prototype employing Bennett-Brassard 1984 (BB84)
protocol [11]. The construction and the operating principle of this system has already been
outlined in section 4.2.1. As concluded in section 4.5, in order to make this system secure
against the spatial-mode-efficiency-mismatch attack, the use of a spatial filter or pinhole
was necessary. As a part of the risk evaluation procedure, we tested the endurance of this
pinhole against laser damage.

5.3.1 Experimentation

The experiment consisted of three steps. Firstly, we performed the same scanning proce-
dure as described in section 4.3 to certify that no spatial-mode-detector-efficiency-mismatch
exists with the presence of the pinhole. Secondly, we damaged the pinhole using high power
laser to increase the pinhole diameter such that the effect of the countermeasure is nul-
lified. Finally, we performed scanning again to demonstrate that the system has become
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vulnerable against the spatial-mode-detector-efficiency-mismatch again and it security has
been compromised. In all three steps, Eve was placed at a distance of 26.1 m away from
Bob and the steps were performed in sequence without making any physical interactions
with Bob.

The first step involved changing the outgoing beam’s angle (φ, θ) emitted from Eve’s
scanning setup as shown in fig. 5.1a, then recording the corresponding count rate at all
four detectors in Bob. The step is identical to that mentioned in section 4.3. The result of
this step is shown in fig. 5.2a, where a pair of 3D–2D plots shows the normalized photon
detection efficiency in one receiver channel versus the illuminating beam angles φ and
θ. With the pinhole in place, the angular dependence of efficiency is essentially identical
between the four channels, hence only a plot for channel V is shown. No measurable
amount of efficiency mismatch was found guaranteeing the security of the system against
the spatial-mode-efficiency-mismatch attack as suggested and demonstrated in section 4.5.

Then in the second step, Eve’s scanning setup was replaced with the damaging setup.
The latter contained a 810 nm laser diode (Jenoptik JOLD-30-FC-12) pumped by a current-
stabilized power supply and connected to 200 µm core diameter multimode fiber. It pro-
vided continuously adjustable 0 to 30 W c.w. power into the fiber. An almost-collimated
free-space beam was subsequently formed by a plano-convex lens L5 (Thorlabs LA1131-B;
fig. 5.1a). The beam’s intensity was nearly uniformly distributed across Bob’s L1 (50 mm
diameter achromatic doublet, Thorlabs AC508-250-A), with less than ±10% intensity fluc-
tuation across Bob’s input aperture. Transmission of L1 was about 82%, owing to its
antireflection coating being designed for a different wavelength band. In the test detailed
here, the power delivered at the pinhole plane was 3.6 W, sufficient to reliably produce
a hole of ≈ 150 µm diameter in less than 10 s in a standard stainless-steel foil pinhole
(Thorlabs P25S). We tested several pinholes and found that this power always made the
hole. We also tested that power decreased to 2.0 W still produced a hole. No other com-
ponent in Bob was damaged during the tests. Bob’s lenses L3 received ∼ 1 µW power
each, and single-photon detectors only received on the order of a few nW each, mainly
owing to the presence of BPF after the pinhole. The BPF was used by Bob to increase the
signal-to-noise ratio during QKD by heavily attenuating all light outside the 531–533 nm
passband (it consisted of two stacked filters, Thorlabs FESH0700 followed by Semrock
LL01-532-12-5) [140]. While the damaging beam was on, the detectors counted at their
saturation rate of ∼35 MHz, which did not look abnormal to Bob as this sometimes occurs
naturally owing to atmospheric conditions (during sunset, sunrise, fog). We remark that
this type of detector usually survives tens of mW for a short time [157, 141]. Even if we
had to use a wavelength within the BPF’s passband, detector exposure to higher power
could likely be avoided by shaping Eve’s damaging beam.
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Figure 5.1: Attack on free-space QKD system. a, Experimental setup. QKD receiver Bob
consists of two lenses L1, L2 reducing input beam diameter, 50:50 beam splitter BS, and
two arms measuring photons in HV and DA polarizations using polarizing beam splitters
PBS [143, 140]. Photons are focused by lenses L3 into multimode fibers leading to single-
photon detectors. Setup drawing is not to scale. Eve’s apparatus contains a scanning laser
source that tilts the beam angle (φ, θ) by laterally shifting lens L4. Green marginal rays
denote initial Eve’s alignment, replicating the alignment Alice–Bob at φ = θ = 0. Red
marginal rays show a tilted scanning beam missing fiber cores V, H, A, but coupling into
D. Eve’s damaging laser source can be manually inserted in place of the scanning source.
Att., attenuator; PC, polarization controller. b, Spatial filter before and after damage.
Darkfield micro-photographs show front view of the pinhole. Figure reprinted from [91]
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Figure 5.2: Efficiency-mismatch side-channel opened after laser damage in free-space QKD
system. Each pair of 3D–2D plots shows normalized photon detection efficiency η in a
receiver channel versus illuminating beam angles φ and θ. a, Before laser damage, the
angular dependence is essentially identical between the four channels [143]. Plot for one
channel (V) before damage is shown. b, After the laser damage, the four receiver channels
H, V, D, A exhibit unequal sensitivity to photons outside the middle area around φ = θ = 0.
The last plot shows angular ranges for targeting the four detectors that satisfy conditions
for the faked-state attack. Figure reprinted from [91]

After the damage, as the third step we replaced the damaging setup with the scanning
setup again, and performed the final scanning of Bob’s receiver with the damaged pinhole.
The results are shown in fig. 5.2b. Now, the four receiver channels H, V, D, A exhibited
unequal sensitivity to photons outside the middle area around φ = θ = 0. These efficiency
plots were different from those presented in section 4.3 without the pinhole, because of
extra scattering at the edges of our laser-enlarged pinhole. The fact that a measurable
amount of mismatch was found in the data showed that the system had become vulnerable
again to the spatial-mode-efficiency-mismatch due to the application of laser damage. To
quantify the insecurity, we used the attack model developed in section 4.4 and simulated
the attack performance using the present data. The details are given next.

5.3.2 Predicted attack on free-space QKD system with damaged
pinhole.

In this section, to quantify the insecurity, we model the same faked-state attack as de-
scribed in section 4.4. The thresholds for H-polarized pulse is, ηh(H̃) ≥ 0.6 and δ(H̃) =

min
{
ηh(H̃)

ηd(H̃)
, ηh(H̃)

ηa(H̃)

}
≥ 100 (see section 4.4 for details). Similarly, for V, D and A polar-

73



0 5 10 15 20 25
0

5

10

15

20

Channel loss (dB)

Q
B

E
R

 (%
)

Figure 5.3: Modeled QBER observed by Bob in free-space QKD system. The dotted curve
shows QBER without Eve. At lower channel loss, the QBER is due to imperfect fidelity,
while at higher channel loss Bob’s detector background counts become the dominant con-
tribution. The lower solid curve (blue) shows QBER under our attack when only Bob’s
sifted key rate is kept the same as before the attack. The upper solid curve (red) addition-
ally keeps the same sifted key rates conditioned on each polarization sent by Alice, which
more closely mimics a realistic system operation. Figure reprinted from [91]

ized pulse, we choose attack angles that satisfy ηv(Ṽ ) ≥ 0.03, δ(Ṽ ) ≥ 4.5; ηd(D̃) ≥ 0.6,
δ(D̃) ≥ 120; ηa(Ã) ≥ 0.2, δ(Ã) ≥ 22. These subsets of angles are shown in the rightmost
plot in fig. 5.2b. We remark that the thresholds η and δ have been chosen manually so that
they lead to a successfully attack and are not optimal values. As in section 4.4, we assumed
that Alice–Bob and Alice–Eve fidelity F = 0.9831 [140, 143], while Eve–Bob experimen-
tally measured F = 0.9904. All other assumptions were the same as in section 4.4 [143].
The simulation result is shown in fig. 5.3. It is clear that Eve can successfully perform the
attack with a resultant QBER ≤ 6.6% (≤ 2.5%) in 1–15 dB channel loss range if we choose
the constrain to maintain equal individual (total) detection rates (see section 4.4).

5.3.3 Risk evaluation

Our risk evaluation implies that it is feasible for an eavesdropper to create a deviation in
a security critical component of free space QKD system on demand. In the present case,
the target was damaging the pinhole to enlarge the opening. Once the pinhole diameter
was enlarged, it was again possible to send light at higher mismatch angles as shown
in fig. 5.2b. This enabled a faked-state attack under realistic conditions. Laser damage
completely neutralizes the pinhole countermeasure, and the evaluated risk is very high.
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5.4 Laser damage in fiber-optic quantum communica-

tion system

To evaluate the risk of laser damage on fiber based QKD systems, we choose the fiber based
plug-and-play system Clavis2 [144] that implements both BB84 and SARG quantum key
distribution protocols and also loss-tolerant quantum coin tossing (QCT) [19] protocol. As
outlined in section 3.2.1, the secure operation of Clavis2 requires an upper bound on the
mean photon number µ coming out of Alice (Otherwise, an eavesdropper can perform a
Trojan-horse attack [81]). It is thus crucial that a portion of the incoming light is fed to the
pulse-energy-monitoring detector (Dpulse such that that whenever extra energy is injected,
an alarm is produced [142]. We tested the endurance of this countermeasure against laser
damage.

5.4.1 Experimentation

First, we disconnected the channel Alice–Bob temporarily and connected Eve (fig. 5.4a).
Then we injected 1550 nm laser light from an erbium-doped fiber amplifier for 20–30 s, de-
livering continuous-wave (c.w.) high power into Alice’s entrance. 44% of this power reached
the fiber-pigtailed InGaAs p-i-n photodiode Dpulse (JDSU EPM 605LL), and damaged it
partially or fully. The physical damage is shown in fig. 5.4b.

We tested a total of 6 photodiode samples and damaged each of them. We then used
the manufacturer’s factory-calibration software to measure how much extra signal power
(compared to the pre-calibrated power level) could be injected without triggering the alarm
[142]. This quantified the reduction in sensitivity due to the damage. Three samples were
exposed twice to a progressively higher power. Sample 1 was first exposed to 0.5 W power
at Alice’s entrance that reduced its photosensitivity by 1 dB, then to 0.75 W power that
reduced its photosensitivity by 6 dB. For sample 2 these numbers were 0.75 W with no
change in sensitivity then 1.0 W with reduced photosensitivity of 1.6 dB (shown in 2nd
microphotograph in fig. 5.4b). For sample 3 these numbers were 1.0 W, 5 dB then 1.5 W,
5.5 dB (shown in 3rd microphotograph in fig. 5.4b). For the remaining three samples,
1.7 W was applied at Alice’s entrance, and Dpulse completely lost photosensitivity, becoming
electrically either a large resistor (shown in 4th microphotograph in fig. 5.4b) or an open
circuit. After we were done with each sample, we used the same manufacturer’s factory-
calibration software to pre-calibrate the sensitivity of the next undamaged Dpulse sample,
following the factory procedure.
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Figure 5.4: Attack on fiber-optic system Clavis2. a, Experimental setup. The system
consists of Alice and Bob connected by a lossy fiber communication channel (simulated
by variable optical attenuator VOA3). Bob sends to Alice pairs of bright coherent optical
pulses, produced by his laser and two fiber arms of unequal length [144, 96]. Alice uses fiber
beamsplitters to divert parts of incoming pulse energy to monitoring detector Dpulse, syn-
chronization detector Dsync and line-loss measurement detector Dcw. She prepares quantum
states by phase-modulating the pulses, reflecting them at a Faraday mirror and attenu-
ating to single-photon level with VOA1. Bob measures the quantum states by applying
his basis choice via phase modulator and detecting outcome of quantum interference with
single-photon avalanche photodetectors. Eve’s damaging laser is connected to the channel
manually. BPF, bandpass filter. b, Pulse-energy-monitoring photodiode before and after
damage. Brightfield microphotographs show top-view of decapsulated photodiode chips.
The last two samples have holes melted through their photosensitive area. Scattered dark
specks are debris from decapsulation. Figure reprinted from [91]
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In half of these trials, QKD continued uninterrupted and kept producing more key after
we reconnected the channel back to Bob, as if nothing has happened. In the other half,
a manual software restart was needed. No other component in Alice was damaged during
these trials. We also tested some components separately. FC/PC and FC/APC optical
connectors used in Alice and in the channel withstood 3 W c.w., while copies of Alice’s
10:90 fiber beamsplitters (AFW Technologies FOSC-1-15-10-L-1-S-2) withstood up to 8 W
c.w. with no damage.

For damaging and component tests, an erbium-doped fiber amplifier seeded from a
1550.7 nm laser source (EDFA; IPG Photonics ELR-70-1550-LP) was used. The injected
0–2 W c.w. power at Alice’s entrance was monitored with a 1:99 fiber beamsplitter tap and
a power meter (fig. 5.4a). A manually operated shutter at the output of EDFA allowed
to ramp the power up and down smoothly between 0 and the target level, with tens of
milliseconds transition time. The spectral characteristics of EDFA’s built-in seed laser
did not precisely match the passband of the BPF at Alice’s entrance (1551.32–1552.12 nm
passband at −0.5 dB level, < 0.7 dB insertion loss; AFW Technologies BPF-1551.72-2-B-1-
1). We therefore removed the BPF for the duration of experiment. The BPF was separately
tested in-passband using a different EDFA (PriTel LNHPFA-37) with a narrowband seed
laser, and passed more than 1 W c.w. with no damage. The system QKD software (‘QKD
Sequence’ application [96]) set the variable attenuator VOA2 at 2 dB. Thus, 44% of Alice’s
incoming light impinged Dpulse, while smaller fractions impinged Dsync and Dcw. The alarm
threshold of Dpulse is calibrated when the system is assembled at the factory, and is not
changed after that [142]. VOA3 introduced channel loss of 1.87 dB, to simulate the effect
of ≈ 9 km long fiber line Alice–Bob. Figure 5.5 summarizes a system operation log when
it recovered automatically after the damage that made the photodiode an open-circuit
with no photosensitivity. In the current system implementation, this represents an ideal
outcome for an attacker.

5.4.2 Risk evaluation

In our risk evaluation, we use the simulation results presented in section 3.5. Considering
the strong attack, i.e., assuming Eve is only limited by the laws of quantum mechanics, for
the case of BB84 QKD protocol, she can extract partial or full key when the multiplication
factor is increased in the range of x ∈ {1.1 − 1.2}, in fig. 3.12 in section 3.6.1. This
corresponds to a sensitivity reduction of 0.4–0.8 dB range for Dpulse for Alice–Bob channel
loss in the 1–7 dB range. Using the results from section 3.6.2 for SARG04 protocol, we
can predict that Eve can extract partial or full key, for a sensitivity reduction in the range
of 2.0 − 5.1 dB for a channel loss of 3.4 dB. Finally, for QCT with a dishonest Bob, all
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Figure 5.5: Fiber-optic QKD system operation during laser damage. The plot shows
accumulated secret key amount versus time. Grey bands denote the system performing
recalibration routines, white bands denote the quantum bit sending and receiving, and blue
(darker) bands denote classical post-processing. All this information was extracted from
the QKD system log files after the experiment. The band hatched in red denotes the time
when the fiber channel Alice–Bob was temporarily disconnected and the laser damage to
Alice was done by 1.7 W laser power, resulting in Dpulse becoming an open circuit with no
photosensitivity. Figure reprinted from [91]

the quantum advantages of the protocol are eliminated if sensitivity reduces by 2.6 dB
(x = 1.805) for a 15 km channel. Since we have demonstrated experimentally, that laser
damage can achieve a sensitivity reductions of Dpulse higher than the threshold reduction
values for BB84, SARG04 and QCT, we conclude that the security of all the three protocols
have been compromised by laser damage. The evaluated risk is very high.

5.5 Conclusion

In this chapter, we have demonstrated a laser-damage attack which is capable of modifying
device behavior on-demand. We have tested it on two different implementations of quantum
communication system: a fiber based system running QKD and a coin-tossing protocols;
and a free space based system running polarization encoded QKD protocol. In both cases,
we demonstrate that laser damage can create deviations in one or more components without
being detected by the implemented detection mechanisms. We further show that the newly
created deviations are enough to break the security of the system completely. This reveals
that laser damage is a potential security risk to existing QC systems, and necessitates
further testing to guarantee security against it.

78



Chapter 6

Security evaluation of
detector-device-independent-QKD

This chapter is based on a published paper [145].

6.1 Motivation

Since the first theoretical proposal in 1984 [11] to the recently published result of key ex-
change over 1200 km [36], QKD has marched forward a long way. However, the march
has been consistently questioned by a number of attacks [30, 79, 70, 73, 78, 207, 143]
that exploited the deviations between theory and practice. Ironically, the attacks eventu-
ally aided the march by equipping QKD with improved protocols and countermeasures;
measurement-device-independent QKD (mdiQKD) protocol being one of the most effec-
tives of them all.

Although mdiQKD is secure from all detector side-channels [79, 70, 212, 73, 78, 151,
77, 94, 143] and its practicality has also been confirmed numerous times [119, 118, 120, 121,
126, 123, 35], it has a major drawback. It requires high-visibility two-photon interference
between independent sources, which makes its implementation more demanding than that
of conventional QKD schemes. In addition, although recent proposals [213] significantly
improve the performance, current finite-key security bounds against general attacks [214]
require larger post-processing data block sizes than those of standard QKD. As a result, an
alternative protocol, having the ease of implementation of conventional QKD along with
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the superior security of mdiQKD was the holy grail for the community. This is where
detector-device-independent QKD (ddiQKD) came into the picture.

Within a span of one year, four different groups came up with the idea of Detector-
device-independent QKD (ddiQKD) [114, 113, 115, 116] that followed the same spirit of
mdiQKD. Later, an implementation was also carried out [215]. The key idea of ddiQKD is
to replace the two-photon Bell state measurement (BSM) with a two-qubit single-photon
BSM [117]. This requires that Alice and Bob use two different degrees of freedom of
the single-photons to encode their bit information. In so doing, one avoids the need for
interfering photons from independent light sources.

Although ddiQKD promises of being easily implementable along with providing device
independent security at the detector side, its security proofs were based on assumptions
that restricted the ability of an eavesdropper [114, 215]. It is not clear how secure the
protocol would have been, had the restrictions been absent. This is the motivation for
performing a security evaluation of the ddiQKD protocol.

6.2 Theory

6.2.1 Measurement-device-independent QKD

Measurement-device-independent QKD (mdiQKD) was first proposed in [110] with the aim
to make practical QKD immune to detector side-channel attacks [73, 151, 156, 76, 75, 157,
158, 159, 79, 70, 212, 78, 77, 94, 143].An example of a possible implementation of mdiQKD
is illustrated in fig. 6.1(a) [110]. To simplify the discussion, we shall assume that Alice
and Bob have perfect single-photon sources, although other type of sources (for example,
phase-randomized weak coherent pulses in combination with decoy states [97, 99, 98]) can
also be used. The steps of the protocol are as follow:

1. Alice and Bob generate BB84 states [11] (i.e., horizontal (H), vertical (V), +45◦

(D), and −45◦ (A)) randomly and independently of each other and send them to an
untrusted relay Charles.

2. An honest Charles is supposed to perform a two-photon BSM that projects the in-
coming signals into a Bell state. Then he has to broadcast which of his measurements
were successful together with the results (i.e., the Bell states obtained).

3. Alice and Bob broadcast the bases used.
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Figure 6.1: Possible implementations of partially-device-independent QKD with linear
optics. (a) mdiQKD [110]. PBS, polarizing beam splitter; BS, 50 : 50 beam splitter; and
Di, with i ∈ {1, 2, 3, 4}, Charles’ single-photon detectors. (b) ddiQKD [113]. HWP, half-
wave plate; and PM, phase modulator. One single click in the detector D1, D2, D3, or D4

corresponds to a projection into the Bell state |Ψ+〉, |Φ+〉, |Ψ−〉, or |Φ−〉 respectively (see
main text for further details). In both schemes, the grey areas denote devices that need
to be characterized and trusted. Also, Alice’s and Bob’s laboratories need to be protected
from any information leakage to the outside. Figure reprinted from [145]
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4. If Charles broadcast successful measurement, and Alice and Bob used the same basis,
then they can extract a secret key from those successful events. Importantly, if
Charles is honest, his BSM post-selects entanglement between Alice and Bob, and,
therefore, he is not able to learn any information about their bit values.

5. To test whether or not Charles is honest, Alice and Bob simply compare a randomly
chosen subset of their data to see if it satisfies the expected correlations associated
to the Bell states announced. If it does not, they abort the protocol, otherwise, they
start post processing for distilling secret keys.

Interestingly, the steps of mdiQKD protocol can be seen as a time-reversed version of the
Einstein-Podolsky-Rosen QKD (EPR-QKD) protocol [111]. Therefore, similar to (EPR-
QKD), its security can be proven without any assumption on the behavior of Charles’
measurement unit.

6.2.2 Detector-device-independent QKD

An example of a possible implementation is illustrated in fig. 6.1(b) [113] (see also [114,
115, 116] for similar proposals). The steps are:

1. Alice encodes her bit value in polarization degree of freedom by preparing the states:
|ψ〉A = (|H〉+eiθA |V〉)/

√
2, where |H〉 (|V〉) denotes the Fock state of a single-photon

prepared in horizontal (vertical) polarization, and the phase θA ∈ {0, π/2, π, 3π/2}.
The photon is then sent out through the quantum channel towards Bob.

2. Bob encodes his bit value using the spatial degree of freedom of the incoming photons.
This is done with a 50 : 50 beam splitter (BS) together with a phase modulator (PM)
that applies a random phase ϕB ∈ {0, π/2, π, 3π/2}. Thus Bob’s prepared state is,
|ψ〉B = (|u〉 + eiθB |l〉)/

√
2 where |u〉 (|l〉) represents the state of a photon that goes

through the upper (lower) arm of the interferometer (see fig. 6.1(b)). Note that,
up to this point, both Alice’s and bob’s state preparation part are assumed to be
characterized and trusted.

3. Then, similar to mdiQKD, a BSM is performed that projects the two qubits from
Alice and Bob (contained in a single photon) into a Bell state. In fig. 6.1b, a detection
event (“click”) in only one detector Di corresponds to a projection on one of the four
Bell states, |Φ±〉 = (|H〉 |u〉±|V〉 |l〉)/

√
2 and |Ψ±〉 = (|H〉 |l〉±|V〉 |u〉)/

√
2. Although

in the figure, the BSM setup is placed in Bob’s laboratory, but there is no restriction
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on that. After the measurement, Bob has to broadcast which of his measurements
were successful together with the results and the rest of the protocol follows that of
mdiQKD.

6.3 Results

6.3.1 The security of ddiQKD is not based on post-selected en-
tanglement

At a first sight, it may seem that the security of ddiQKD follows directly from that of
mdiQKD, given, of course, that the assumptions on Alice’s and Bob’s state preparation
processes are fulfilled [113, 114, 115, 116]. That is, Alice sends |ψ〉A and Bob sends |ψ〉B,
and a BSM is performed on them. Whenever the BSM is successful, it post-selects en-
tanglement between Alice and Bob. A first indication that confronts this idea was given
in [216]. There, it was shown that, in contrast to mdiQKD, ddiQKD is actually insecure if
Eve is able to replace Bob’s detectors with a measurement apparatus that leaks information
to the channel [216]. Although this result is important from a conceptual point of view, it
violates one of the security assumptions of ddiQKD: Bob’s detectors have to be built by a
trusted party (but do not need to be characterized) to avoid that they intentionally leak
key information to the outside [114]. Here we show that even in this scenario, the security
of ddiQKD cannot be based on post-selected entanglement alone, unlike mdiQKD.

For this, we will consider that Bob’s receiver in the scheme of fig. 6.1(b) has only
one active detector, say for instance, the detector D1, while the other three detectors are
disabled. Now a successful BSM projects the incoming photons only into the Bell state
|Ψ+〉. If the security of ddiQKD is based on post-selected entanglement, this modification
should not affect its security other than reducing the secret key rate by a factor of four.
Projection into a single Bell state should be sufficient to guarantee security [110]. Below
we show that a blinding attack [73, 151] renders ddiQKD insecure in this situation.

LetÕs assume an intercept-resend attack scenario (see section 2.3.1). Eve measures
each of Alice’s signals in one of the two BB84 bases chosen randomly. For each measured
signal, she sends Bob a coherent state prepared in the BB84 polarization state identified by
her measurement. We also assume that Eve has blinded Bob’s detector (see section 2.3.7).
That is, Eve shines bright light onto Bob’s detector D1 to force it to enter linear-mode
operation [73, 151]. In this mode the detector is no longer sensitive to single-photon
pulses, but it can only detect strong light. We assume that when D1 receives a bright pulse
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Table 6.1: Mean photon number of the input light to Bob’s detectors as a function of the
phases φE and ϕB.

(a) φE = 0
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2
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µ
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µ
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π µ
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2
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2

3π
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of mean photon number µ it always produces a click, while if the pulse’s mean photon
number is µ/2, it never produces a click. This behavior has been experimentally confirmed
in many detectors types [73, 151, 156, 76, 75, 157, 158, 159]. Suppose, the signals from
Eve are coherent states of the form |√2µ〉 with creation operator a† = (a†H + eiφEa†V)/

√
2.

Here, a†H (a†V) denotes the creation operator for horizontally (vertically) polarized photons,
and the phase φE ∈ {0, π/2, π, 3π/2} depends on Eve’s measurement result. Then, it can
be shown that at the input of Bob’s detector Di, the state is a coherent state of the form
(see appendix A for the derivation)

|ψ〉 = |
√
µ

2

(
eiφE + eiϕB

)
〉
D1

⊗ |
√
µ

2

(
1 + ei(φE+ϕB)

)
〉
D2

⊗ |
√
µ

2

(
eiφE − eiϕB

)
〉
D3

⊗ |
√
µ

2

(
1− ei(φE+ϕB)

)
〉
D4

.

(6.1)

This situation is illustrated in table 6.1 where we show the mean photon number of the
incoming light to Bob’s detectors for all combinations of φE and ϕB. Most importantly,
from this table we can see that if D1 is the only active detector and Eve selects µ such
that µ/2 < µth < µ, where µth is the threshold intensity (see section 2.3.7), then Bob only
obtains a click when he uses the same measurement basis as Eve (i.e., when ϕB, φE ∈ {0, π}
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or ϕB, φE ∈ {π/2, 3π/2}), and ϕB = φE. That is, this attack does not introduce any
error. Note that, Intercept-resend attacks correspond to entanglement-breaking channels
and, therefore, they cannot lead to a secure key [217]. Moreover, we have that Bob and
Eve select the same basis with at least 1/2 probability. This means that the ddiQKD
scheme illustrated in fig. 6.1(b) (with only one active detector) is actually insecure against
the detector blinding attack for a total system loss beyond only 3 dB, just like standard
QKD schemes. This proves that the security of ddiQKD cannot be based on post-selected
entanglement. The same conclusion applies as well to the ddiQKD schemes introduced in
Refs. [114], [115], and [116].

6.3.2 Security against detector side-channel attacks

In this section, we will evaluate ddiQKD security assuming all four detectors active as
shown in fig. 6.1(b). In this scenario, one can see from table 6.1 that whenever Bob uses
the same measurement basis as Eve there is always two detectors that click. For instance,
when ϕB = φE = 0 the detectors D1 and D2 always click, and similar for the other cases.
This means that Alice and Bob could, in principle, try to monitor double-clicks to detect
the presence of Eve. Here, we show that if the detectors are imperfect, then even though
they are trusted and characterized, it is possible for an eavesdropper to break the security
of ddiQKD.

Practical single-photon detectors respond differently to the same blinding power PB.
This has been recently analyzed in Ref. [159]. There, the authors compare the response of
two single-photon detectors in a commercial QKD system Clavis2 [96] to varying blinding
power. They first illuminate the detectors with continuous-wave bright light of power PB

to force them enter linear-mode operation. Then they record the maximum and minimum
value of the trigger pulse energy ET for which the click probabilities are 0 and 1 respectively.
The results are shown in fig. 6.2(a). For a particular blinding power PB, each point in the
solid (dashed) curves shown in the figure represents the maximum (minimum) value of
trigger pulse energy ET for which the detection efficiency ηdet is 0 (1). The blue and
green colors identify the two detectors. (Note that if the energies ET corresponding to the
dashed curves are halved, the result is always below the solid curves, thus satisfying the
assumption made in section 6.3.1 that pulses with mean photon number µ/2 result in zero
click probability.) Next, we show how these detector characteristics could be used to avoid
double-clicks.

For this, we return to the blinding attack described in section 6.3.1. For simplicity, let
us consider the case where ϕB = φE = 0 and Eve wants to force a click only on detector say
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Figure 6.2: Detector click probability in bright-light blinded regime in commercial QKD
system Clavis2. (a) Click trigger thresholds versus blinding power PB for two different
single-photon detectors D1 and D2. Here, for a particular blinding power PB, each point
in the solid (dashed) curves represents the maximum (minimum) value of trigger pulse
energy ET for which the detection efficiency ηdet is 0 (1). The experimental data has been
reprinted from Ref. [159]. (b) Measured detection efficiency mismatch in the time domain
between two blinded single-photon detectors at PB = 0.32 mW, ET = 0.24 pJ, and 0.7 ns
wide trigger pulse (see main text for further details). Figure reprinted from [145]
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D1, and no click on detector D2. Then, she can simply choose a combination of PB and ET

such that the detector D1 (D2) has a non-zero (zero) click probability. If the behavior of the
detector D1 (D2) corresponds to the green (blue) curves shown in fig. 6.2(a), then the values
PB ≈ 0.2 mW and ET ≈ 0.1 pJ constitute an example that satisfies this criterion. Similarly,
if PB ≈ 0.56 mW and ET ≈ 0.19 pJ, then Eve could make the detector D2 (D1) to have
a non-zero (zero) click probability. Importantly, note that when Bob’s basis matches that
of Eve, only two out of the four detectors Di might produce a click (see table 6.1). Hence,
in these instances Eve only needs to avoid double-clicks between two detectors in order to
remain undetected. A similar argument can be applied to any other value of ϕB and φE.
This particular attack demonstrates the fact that if Bob’s detectors are uncharacterized, as
assumed in ddiQKD, this type of schemes are indeed insecure against detector side-channel
attacks. That is, Eve could learn the whole secret key without producing any error nor a
double-click.

Other imperfections present in the detectors can also allow an eavesdropper to avoid
double clicks. For example, if there are efficiency mismatch among the detectors, in either
spatial or time domain [79, 70], it is possible for the eavesdropper to avoid the double clicks.
Here we provide an example that exploits time-efficiency mismatch among the detectors.
Figure 6.2b shows the temporal efficiency mismatch that exists between two detectors in
the commercial QKD system Clavis2 [96]. In this case, Eve can perform a time-shift attack
(see section 2.3.4). She can shift the arrival time of her signal such that only one detector
can produce a click each given time. For instance, whenever Bob receives a trigger pulse
at the time instance T1 (T2), only the detector D1 (D2) can produce a click because this
instance is outside of the response region of the detector D2 (D1). That is, by combining
the time-shift attack with the blinding attack, Eve could avoid double clicks and break the
security of ddiQKD without introducing errors.

6.3.3 Side-channel attacks against Bob’s linear optics network

One main assumption of ddiQKD is that Bob’s linear optics network [i.e., the grey area
within Bob’s receiver in fig. 6.1b] is fully characterized and trusted. However, this does not
necessarily mean that they are perfect, as this would be very difficult to achieve in practice.
So, what effect do imperfections have on the security? In this section we investigate this
issue and show that Eve could also exploit various typical imperfections in Bob’s linear
optics to render the system insecure.

As an example of imperfection, we assume that Bob’s phase modulator (PM) ϕB is
not perfect. We assume that in practice, the PM applies a phase ϕB = ϕ̄B + ∆ϕB

, where
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Figure 6.3: Normalized energy at the input ports of Bob’s detectors Di as a function of φE,
when ϕ̄B = π/2. (a) Ideal scenario with a perfect PM that has ∆ϕB

= 0. (b) Example of
a practical case where ∆ϕB

= π/36 [206]. The normalized energy is defined as the energy
divided by the energy of a coherent state with mean photon number µ. See text for further
details. Figure reprinted from [145]

ϕ̄B ∈ {0, π/2, π, 3π/2} and the parameter ∆ϕB
characterizes the imperfection. In this

scenario, Eve can select her phase φE = φ̄E + ∆φE , where φ̄E ∈ {0, π/2, π, 3π/2} and
∆φE > 0 is a deviation term that Eve can select to control the detectors. According to
eq. (6.1), the energy at the input ports of Bob’s detectors D1, D2, D3 and D4 is proportional
to µ

2
[1+cos (φE − ϕB)], µ

2
[1+cos (φE + ϕB)], µ

2
[1−cos (φE − ϕB)], and µ

2
[1−cos (φE + ϕB)]

respectively. For simplicity, below we focus on the case ϕ̄B = π/2. The other cases can
be analyzed similarly. We consider first the ideal scenario where ∆ϕB

= 0. The resulting
normalized energies are illustrated in fig. 6.3a as a function of φE. That is, as already seen
in section 6.3.1, when Eve’s basis matches that of Bob, then two detectors receive maximum
energy and, therefore, both click. If Bob and Eve use different bases then the total energy is
equally distributed to all the four detectors and, given that ET is chosen carefully, none of
them click. Suppose now the practical scenario where Bob’s state preparation is imperfect
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and ∆ϕB
is equal to say, for instance, π/36 (or 5◦, which is a typical accuracy in practical

systems [206]). In this situation, the energy distributions shift with respect to each other
as highlighted in fig. 6.3b. If φ̄E = π/2 and Eve selects say ∆φE = π/18 (∆φE = −π/18)
then the energy at the input ports of detectors D1 and D4 is, respectively, E+ ∝ 0.998µ
and E− ∝ 0.982µ (E− and E+). Similarly, if φ̄E = 3π/2 the energy at the detectors D2 and
D3 is, respectively, E− and E+ (E+ and E−). That is, if Eve chooses carefully a suitable
value of ∆φE and µ such that 0.998µ ≥ µth and 0.982µ < µth, she can guarantee that only
one detector clicks each given time, and no double-click is produced.

6.4 Conclusion

In summary, we have analyzed the security of detector-device-independent QKD (ddiQKD)
and shown that first, its security is not based on post-selected entanglement, as originally
claimed. Secondly and more importantly, we have presented examples of two eavesdropping
attacks that demonstrate that ddiQKD is vulnerable to detector side-channel attacks.
Finally, we have analyzed the effect of imperfections in Bob’s linear optics network on
the security and shown that they can lead to a breach of security. We emphasize that
these attacks are valid even when Alice’s and Bob’s state preparation processes are fully
characterized and trusted, and Bob’s detectors are built by a trusted party.

Whether or not ddiQKD could be made more robust against detector side-channel
attacks by including appropriate countermeasures is a different issue. Our main focus in
this analysis was to show that ddiQKD alone is not a solution to detector side-channel
attacks. That is, in contrast to what has been claimed (i.e., that ddiQKD itself is a
countermeasure against any detector side-channel attack), we demonstrate that this is not
and ddiQKD, by itself, does not provide the same level of security as mdiQKD. Of course,
Alice and Bob might try to prevent these attacks by designing proper countermeasures
at the detector side, just like standard QKD schemes. However, if such countermeasures
would exist against any known and yet-to-be-known detector side-channel attack (besides
mdiQKD), they could probably be used to protect standard QKD protocols as well. In
such scenario, it is unclear what would be the real advantage (in terms of complexity and
performance) of using ddiQKD instead of standard QKD systems.
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Chapter 7

Other projects

In this chapter, I provide a brief summary of the other projects in which I participated.
Please see reprints of research papers in appendices for details.

7.1 Invisible Trojan-horse attack

In year 2014, a Trojan-horse attack was attempted at the commercial QKD system Clavis2
running the SARG04 protocol [34] by N. Jain. et. al., [83]. Although the attack was able
to extract information out of Bob’s phase modulator by sending Trojan photons into it,
the increase in QBER due to the resultant afterpulsing noise disclosed the presence of
the attack. That attack used Trojan pulses at the operating wavelength λs = 1550 nm
at which the employed detectors were highly sensitive. In contrast, we chose to perform
the attack with a longer wavelength λl = 1924 nm at which detectors have less sensitivity
compared to that at λs. Our results show experimentally with detailed numerical modeling
that the current attack will succeed in breaking the security and stay inconspicuous unlike
the previous attack. We conclude that the invisible nature of the attack poses a threat to
the security of practical QKD if proper countermeasures are not adopted. The preprint
version of the paper [218] is included in appendix B.
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7.2 Finite-key-size effect in commercial plug-and-play

QKD system

In order to guarantee unconditional security of practical quantum key distribution systems,
every feature, imperfection, and loophole has to be considered and scrutinized. One such
feature is the finite-key-size effect. In theory, it is possible to assume that the length
of exchanged raw key is infinite and carry out the post processing steps based on that
assumption. However, in practice, with limited resources and time, a QKD system can
exchange only a finite length of raw key and the knowledge of an adversary about the key
has to be estimated from the number of errors in that finite sample [219, 30]. Hence, the
smaller the sample is, the less accurate the estimate becomes. Thus, the estimated bound of
eavesdropper’s knowledge might deviate from the actual value and, if it is underestimated,
the key rate formula cannot guarantee security anymore. Thus, in practice, the assumption
of infinite key length has to be abandoned and statistical deviations of the finite sample has
to be taken into account. This branch of analysis is called ‘Finite-key-size analysis’ [220,
221, 69, 194] which essentially modifies the key rate equation and incorporate additional
terms into the key rate equation due to the finite size of data.

The first rigorous analysis on finite-key-size was published in 2005 and the theory was
further developed in the subsequent years [220, 221, 69, 194]. Many of the practical QKD
systems used today were developed before that time and as a result the finite-key-size effect
was not considered during post processing. Still, if the raw key size was large enough that
the finite-key-size effects can be neglected, the generated secret key may still be secure.
But this is no longer applicable when the raw key size becomes small enough that the finite-
key-size effects can no longer be neglected. We have experimentally demonstrated this in
this work [222]. We also demonstrate the ability of an eavesdropper to force a commercial
QKD system to generate secret key from a smaller sample size. We further calculate the
theoretical finite-key security bounds for the system under test and evaluate the risk based
on our experimental data. We also test the manufacturer’s patch and evaluate the risk
afterwards. The preprint version of the paper [222] is included in appendix C.

7.3 Testing the random-detector-efficiency counter-

measure against detector blinding attack

Whenever an implementation loophole is reported, the next step is to design a countermea-
sure. However, there is no guarantee that the newly designed countermeasures would work
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as expected. Hence, there is a need for testing the countermeasures. In this work, we tested
the random-detector-efficiency countermeasure [223] that was designed by ID Quantique
in order to prevent detector blinding attacks. As a third-party tester, we have found that
although this countermeasure is effective in preventing the original blinding attack, it fails
to guarantee security if the attack is modified slightly. The result is published [159] and
included in appendix D.

7.4 Experimental quantum key distribution with source

flaw

Most of the existing QKD systems assume perfect state preparation and do not consider
the finite-key-size effects in obtaining the secure key rate. In this project, a loss tolerant
long distance QKD implementation was demonstrated with the assumption of imperfect
state preparations. We quantified the source flaws. We also achieved rigorous finite-key
security bounds for decoy-state QKD against coherent attacks. Our results [206] constitute
a large step towards secure practical QKD and is included in appendix E.

7.5 Experimental quantum fingerprinting

This project is the first proof-of-principle experimental demonstration of a quantum finger-
printing protocol that is capable of transmitting less information than the best-known clas-
sical protocol. The implementation is based on a modified version of a commercial quantum
key distribution system using off-the-shelf optical components over telecom wavelengths,
and is practical for messages as large as 100 Mbits, even in the presence of experimental
imperfections. Our results provide a first step in the development of experimental quantum
communication complexity. The published article [23] is included in appendix F.
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Chapter 8

Conclusion

When a new technology promises to supersede or supplement an existing technology, it re-
quires at least one attractive feature that was not possessed by the existing technology. In
case of quantum key distribution (QKD), this feature is the unconditional security against
an all-powerful eavesdropper. This particular feature has driven researchers from all over
the world to work on newer protocols to increase the key rate, make the system more
secure, develop new characterization techniques and testing methodology etc. Funds have
been poured into the field by industry and governments, and the participation is increas-
ing day by day. All these necessitate rules and regulation for cooperation, coordination,
compatibility and trust – in other words standardization and certification.

The standardization and certification process will involve identifying areas of vulnera-
bility, characterizing installed system components for finding deviations in the behavior of
practical devices from ideal ones, finding correct testing methodologies for finding the exis-
tence of side-channel, evaluating the risk of the side-channel, designing of countermeasure,
testing countermeasure performance etc. This is a huge and time-consuming task and the
number of areas to examine is very high due to the higher number of practical systems in
different variants and forms being deployed around the world. Thus, contributions from
independent research groups are highly necessary that motivated me to my research.

My research evolved around searching for loopholes in areas that were not scrutinized
before and I was successful in finding them several times. The first project was evaluating
the design of the pulse energy monitoring system (PEMS) implemented in a commer-
cial QKD system and performing theoretical analyses to study the effect of mean photon
number deviation on the security of three quantum communication protocols. My results
showed that existing pulse-energy-monitoring-system design was based on flawed logic and

93



needs redesigning to guarantee security. I further pointed out several new areas that must
be tested when certifying a PEMS. This work also highlighted the limitations of closed
security standards developed inside a manufacturing company – ID Quantique in this case.
Although the company went above and beyond everyone else’s prior research in this field
to secure their commercial system by implementing the PEMS, it was not sufficient. In
this case, as well as in numerous other instances [160, 79, 224, 71, 73, 76, 207, 84, 168],
an independent research team – in this case, us – uncovered security problems that the
original developers missed. This shows that a different point-of-view – other than that
from the developers – are also important for standardization and certification.

I also performed security evaluation of a free space quantum communication system.
More specifically, I studied a free-space QKD receiver prototype that was built for long-
distance satellite communication and experimentally demonstrated the existence of spatial-
mode-detector-efficiency mismatch. We confirmed that the discovered side-channel is ex-
ploitable by Eve to compromise security and checked the feasibility of such attacks. Our
results identified a methodology for checking the spatial-mode-detector-efficiency mismatch
in such QKD receivers, and also showed a simple, implementable countermeasure to block
this side-channel. This is a step forward on the certification of these free-space receivers
against spatial-mode-detector-efficiency mismatch.

Next, my project involved checking the feasibility of laser damage as a potential tool
for eavesdropping. After testing on two different quantum communication systems, we
confirmed that laser damage can be used to break the security for both. This result
indicates that a characterized and side-channel free system does not necessarily guarantee
security for ever, as with significant probability, an eavesdropper can create deviations and
side-channels on-demand. Thus, any certification process must ensure that an eavesdropper
cannot perform laser damage into the system and must consider other laser-damage related
security critical issues for certification.

Finally, I scrutinized the assumptions of detector-device-independent QKD (ddiQKD)
protocol which restricted the ability of an eavesdropper. It was not clear how secure the
protocol was, had the ability of the eavesdropper been not restricted. We introduced several
eavesdropping schemes that showed that the security of ddiQKD cannot be based on post
selected entanglement. Our results point out that for the standardization and certification
process, it is also important to test the assumptions of the protocols.

Along the way, I also participated in several other projects. I lead the project that
performed a Trojan-horse attack on a commercial QKD system with a non-detectable-
wavelength and was successful in compromising the security [218]. I participated in testing
a detector-control-attack countermeasure to find it effective against the original attack;
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but ineffective if the attack is slightly modified [159]. I also participated in projects that
analyzed the effects of finite-key-size in a commercial QKD system [222] and imperfect
state preparation on the security [206]. I also contributed to the project of experimental
demonstration of quantum fingerprinting.

My results outline the importance of scrutinizing practical quantum communication
systems for implementation loopholes and the need for standardization and certification.
It is also fair to say that standards on security implementation and testing of systems should
be done in a collective and cooperative way between the research community and industry.
Although, this process has already taken place [137], it can be intensified in the security
specifications aspect. Also, practice shows that more often than not, it is an independent
research team that is focused on identifying side-channels, spots the security problems
instead of the developers. Thus, it would not be a bad idea to hand over the task of
testing and identifying unexpected security problems to independent security certification
labs which will be their main focus. Unfortunately, no such lab exists at this moment, so
initiatives can be taken to set up such labs. Until then, the task can be given to third
party researchers that has shown outstanding abilities and great capability at that task.

In summary, during my Ph.D. research, I searched for gaps between theory and imple-
mentations. When found, I analyzed them to verify if they are exploitable by an eaves-
dropper to break the security. For a discovered side-channel, I looked for countermeasures
to block it. All these are parts of an iterative process that a new and promising technology
must go through before being able to supersede the old technology. Quantum cryptography
is currently going through such a transitional stage and my Ph.D. research was an attempt
to facilitate the transition. At present, it seems that the field is moving towards the right
direction. Hopefully, after few more attempts like this, the state of the QKD will reach to
a point where it can be trusted with high confidence and we will get a world with quantum
cryptography where information will be truly secured. I want to finish my thesis on this
note.
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Jan-Åke Larsson, Carlos Abellán, Waldimar Amaya, Valerio Pruneri, Morgan W.
Mitchell, Jörn Beyer, Thomas Gerrits, Adriana E. Lita, Lynden K. Shalm, Sae Woo
Nam, Thomas Scheidl, Rupert Ursin, Bernhard Wittmann, and Anton Zeilinger.
Significant-loophole-free test of bell’s theorem with entangled photons. Phys. Rev.
Lett., 115:250401, 2015.

[110] H.-K. Lo, M. Curty, and B. Qi. Measurement-device-independent quantum key dis-
tribution. Phys. Rev. Lett., 108:130503, 2012.

[111] Eli Biham, Bruno Huttner, and Tal Mor. Quantum cryptographic network based on
quantum memories. Phys. Rev. A, 54:2651–2658, 1996.

[112] H. Inamori. Security of Practical Time-Reversed EPR Quantum Key Distribution.
Algorithmica, 34:340–365, 2002.

[113] Charles Ci Wen Lim, Boris Korzh, Anthony Martin, Félix Bussières, Rob Thew, and
Hugo Zbinden. Detector-device-independent quantum key distribution. Appl. Phys.
Lett., 105:221112, 2014.
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Laurent Monat, Matthieu Legré, and Vadim Makarov. Attacks exploiting deviation
of mean photon number in quantum key distribution and coin tossing. Phys. Rev.
A, 91:032326, 2015.

[143] S. Sajeed, P. Chaiwongkhot, J.-P. Bourgoin, T. Jennewein, N. Lütkenhaus, and
V. Makarov. Security loophole in free-space quantum key distribution due to spatial-
mode detector-efficiency mismatch. Phys. Rev. A, 91:062301, 2015.

109

http://pulsenews.co.kr/view.php?year=2017&no=412607
http://www.etsi.org/images/files/ETSIWhitePapers/QuantumSafeWhitepaper.pdf
http://www.etsi.org/images/files/ETSIWhitePapers/QuantumSafeWhitepaper.pdf


[144] D. Stucki, N. Gisin, O. Guinnard, G. Ribordy, and H. Zbinden. Quantum key
distribution over 67 km with a plug&play system. New J. Phys., 4:41, 2002.

[145] S. Sajeed, A. Huang, S. Sun, F. Xu, V. makarov, and M. Curty. Insecurity of detector-
device-independent quantum key distribution. Phys. Rev. Lett., 117:250505, 2016.

[146] V. Scarani, H. Bechmann-Pasquinucci, N. J. Cerf, M. Dušek, N. Lütkenhaus, and
M. Peev. The security of practical quantum key distribution. Rev. Mod. Phys.,
81(3):1301–1350, 2009.

[147] C. Branciard, N. Gisin, B. Kraus, and V. Scarani. Security of two quantum cryp-
tography protocols using the same four qubit states. Phys. Rev. A, 72(3):032301,
2005.

[148] H. Inamori, N. Lütkenhaus, and D. Mayers. Unconditional security of practical
quantum key distribution. Eur. Phys. J. D, 41:599–627, 2007.

[149] C. A. Fuchs, N. Gisin, R. B. Griffiths, C. S. Niu, and A. Peres. Optimal eavesdropping
in quantum cryptography. 1. Information bound and optimal strategy. Phys. Rev.
A, 56(2):1163–1172, 1997.

[150] V. Makarov and D. R. Hjelme. Faked states attack on quantum cryptosystems. J.
Mod. Opt., 52:691–705, 2005.

[151] I. Gerhardt, Q. Liu, A. Lamas-Linares, J. Skaar, C. Kurtsiefer, and V. Makarov. Full-
field implementation of a perfect eavesdropper on a quantum cryptography system.
Nat. Commun., 2:349, 2011.

[152] M. Lucamarini, I. Choi, M. B. Ward, J. F. Dynes, Z. L. Yuan, and A. J. Shields. Prac-
tical security bounds against the trojan-horse attack in quantum key distribution.
Phys. Rev. X, 5:031030, Sep 2015.

[153] Nitin Jain, Birgit Stiller, Imran Khan, Vadim Makarov, Christoph Marquardt, and
Gerd Leuchs. Risk analysis of Trojan-horse attacks on practical quantum key distri-
bution systems. arXiv:1408.0492, 2014.

[154] B. Stiller, I. Khan, N. Jain, P. Jouguet, S. Kunz-Jacques, E. Diamanti, C. Marquardt,
and G. Leuchs. Quantum hacking of continuous-variable quantum key distribution
systems: Realtime trojan-horse attacks. In 2015 Conference on Lasers and Electro-
Optics (CLEO), pages 1–2, May 2015.

110



[155] S. Cova, M. Ghioni, A. Lotito, I. Rech, and F. Zappa. Evolution and prospects for
single-photon avalanche diodes and quenching circuits. J. Mod. Opt., 51(9):1267–
1288, 2004.

[156] L. Lydersen, C. Wiechers, C. Wittmann, D. Elser, J. Skaar, and V. Makarov. Thermal
blinding of gated detectors in quantum cryptography. Opt. Express, 18:27938–27954,
2010.

[157] S. Sauge, L. Lydersen, A. Anisimov, J. Skaar, and V. Makarov. Controlling an
actively-quenched single photon detector with bright light. Opt. Express, 19:23590–
23600, 2011.

[158] Jonathan Jogenfors, Ashraf Mohamed Elhassan, Johan Ahrens, Mohamed Bouren-
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Appendix A

Quantum state at the input ports of
Bob’s detectors

In this section, we present the derivation of eq. (6.1) from section 6.3.1. To simplify
the discussion, we have labeled different modes involved in the calculations in fig. A.1.
Suppose that the input state in mode a is a coherent state |√2µ〉a with creation operator

a† = (a†H + eiφEa†V)/
√

2. Also, suppose that the input signal in mode b is the vacuum state
|0〉b. Then, the output signal in modes c and d, after the action of the 50 : 50 beamsplitter

(BS), is given by |√µ〉
c
⊗ |√µ〉

d
, where c† = (c†H + eiφEc†V)/

√
2 and d† = (d†H + eiφEd†V)/

√
2

denote the corresponding creation operators for modes c and d.

Next, we consider the phase modulator (PM) and the half-wave plate (HWP) that act
on modes c and d. The former performs the unitary transformation c† = eiϕBe†, where
e† is the creation operator at the output port of the PM. The HWP applies the unitary
transformation d†H = f †V and d†V = f †H, where f †H and f †V denote the creation operators at
the output port of the HWP. This means, in particular, that the quantum state in modes
e and f has the form

|√µeiϕB〉e ⊗ |
√
µ〉f , (A.1)

with the creation operators e† and f † given by e† = (e†H + eiφEe†V)/
√

2 and f † = (eiφEf †H +
f †V)/
√

2, respectively.

Then, after applying the 50 : 50 BS on modes e and f , we have that the output state
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Figure A.1: Schematic representation of Bob’s ddiQKD receiver [113]. For simplicity, the
modes have been labeled differently than fig. 6.1 from section 6.2; the receiver scheme is
otherwise identical. Figure reprinted from [145]

in modes g and k can be expressed as

exp

{√
µ

2

[(
eiφE − eiϕB

)
g†H +

(
1− ei(φE+ϕB)

)
g†V

+
(
eiφE + eiϕB

)
k†H +

(
1 + ei(φE+ϕB)

)
k†V

]}
|0〉 .

(A.2)

Finally, if we apply the polarizing beam splitters (PBS) (which we assume reflect hori-
zontally polarized light and let vertically polarized light pass) on modes g and k, we find
that the state |ψ〉 at the input ports of Bob’s detectors Di, with i ∈ {1, 2, 3, 4}, is a tensor
product of coherent states given by eq. (6.1) in section 6.3.1.
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Invisible Trojan-horse attack
Shihan Sajeed1,2, Carter Minshull1,3, Nitin Jain4 & Vadim Makarov3,1,2

We demonstrate the experimental feasibility of a Trojan-horse attack that remains nearly invisible to 
the single-photon detectors employed in practical quantum key distribution (QKD) systems, such as 
Clavis2 from ID Quantique. We perform a detailed numerical comparison of the attack performance 
against Scarani-Ac´ın-Ribordy-Gisin (SARG04) QKD protocol at 1924 nm versus that at 1536 nm. The 
attack strategy was proposed earlier but found to be unsuccessful at the latter wavelength, as reported 
in N. Jain et al., New J. Phys. 16, 123030 (2014). However at 1924 nm, we show experimentally that the 
noise response of the detectors to bright pulses is greatly reduced, and show by modeling that the same 
attack will succeed. The invisible nature of the attack poses a threat to the security of practical QKD if 
proper countermeasures are not adopted.

Quantum cryptography allows two parties, Alice and Bob, to obtain random but correlated sequences of bits 
by exchanging quantum states1–3. The bit sequences can then be classically processed to get shorter but secret 
keys. The security of the key relies on the fact that an adversary Eve cannot eavesdrop on the exchange without 
introducing errors noticeable to Alice and Bob. This constitutes a solution to the problem of key distribution in 
cryptography, and is better known as quantum key distribution (QKD).

The security of keys distributed over the ‘quantum channel’ connecting Alice and Bob can be validated by a 
theoretical security proof. If the amount of errors observed by the two parties exceed a certain threshold, they 
abort the QKD protocol. Conversely, if the incurred quantum bit error rate (QBER) is below the abort threshold 
Qabort, the protocol guarantees that Eve cannot know the secret key, except with a vanishingly small probability3.

However, due to discrepancies between theory and practice, the operation of the QKD protocol may be manip-
ulated by Eve in order to gain information about the key without introducing too many errors. Such discrepancies 
can arise due to imperfections in the physical devices used in the implementation and/or incorrect assumptions 
in the theoretical security proofs3–5. The field of ‘quantum hacking’ investigates practical QKD implementations 
to find such theory-practice deviations, demonstrate the resultant vulnerability via proof-of-principle attacks, 
and propose countermeasures to protect Alice and Bob from Eve. Over the years, many vulnerabilities have been 
discovered and attacks have been proposed and demonstrated on both commercial and laboratory QKD systems; 
see refs 6–8 for reviews. In most cases, it was shown that under attack conditions, the QBER Q ≤ Qabort but Eve’s 
knowledge of the secret key was substantially larger than the predictions of the security proof.

In the so-called Trojan-horse attack9 (introduced as a ‘large pulse attack’ a few years before10), Eve probes 
the properties of a component inside Alice or Bob by sending in a bright pulse and analyzing a suitable 
back-reflected pulse. This attack was recently demonstrated11 with the intention to breach the security of the 
Scarani-Acín-Ribordy-Gisin QKD protocol (SARG04)12 running on the commercial QKD system Clavis2 from 
ID Quantique13. SARG04 is a four-state protocol that is equivalent to the Bennett-Brassard QKD protocol (BB84)1 
in the quantum stage. Their difference comes in the classical processing stage: in SARG04, the bases selections 
of Bob are used for coding the secret bits, unlike in BB84 where they are publicly revealed. Therefore, if Eve 
surreptitiously gets information about Bob’s bases selections at any time, she can compromise the security of the 
QKD system running SARG04. (In contrast, a Trojan-horse attack on Bob running the BB84 protocol is normally 
useless10, unless it is combined with other attacks14–16).

In the attack demonstration11, it was shown that getting the bases’ information in a remote manner was indeed 
possible via homodyne measurement of the back-reflected photons. The path taken by these photons at 1550 nm, 
as depicted by the green dotted line in Fig. 1, traverses Bob’s phase modulator (PM) twice. The homodyne meas-
urement thus allowed discerning the phase applied by Bob, which is equivalent to knowing his basis selection. 
This ‘phase readout’ was accurate in >90% cases even when the mean photon number of the back-reflected pulses 
was ≈3.
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Despite that, an overall attack on the QKD system did not have a chance to succeed owing to a side effect pro-
duced when the bright pulses went on to hit the detectors D0 and D1, as may be visualized in Fig. 1. To elaborate, 
the bright pulses result in a severe afterpulsing in these InGaAs/InP single-photon detectors (SPDs), which are 
operated in a gated mode. For a single bright pulse that hits D1, even if well outside a gate, the cumulative proba-
bility of a spurious detection event due to afterpulsing crosses 40% (which is ~4 times the detection probability of 
a single photon) in just 5 gate periods18. The resulting detection events (clicks) are accidental, i.e., erroneous in 
half of the cases. Hence, only a handful of Trojan-horse pulses (THPs) suffice to rapidly elevate the number of 
erroneous clicks and make the QBER surpass Qabort, even though Eve’s actual knowledge IE

act of the key is still quite 
small. An elaborate attack strategy to improve IE

act was proposed and numerically simulated, however, it could also 
not simultaneously satisfy Q ≤ Qabort together with >I IE E

act est, where IE
est is the estimated (theoretical) security 

bound on Eve’s knowledge that Clavis2 uses to produce the final secret key11. While ref. 11 did not prove that a 
better attack could not be constructed, the attack proposed failed in practice by a large margin.

In this Article, we provide experimental evidence that this Trojan-horse attack could however succeed if Eve 
were to craft bright pulses at a wavelength where the afterpulsing experienced by the SPDs is considerably lower. 
The underlying physics is that photons with energy lower than the bandgap of the SPD absorption layer mate-
rial (InGaAs) mostly pass the material unabsorbed, thereby causing negligible afterpulsing. Indeed, we confirm 
experimentally that at a relatively longer wavelength λl = 1924 nm, the SPD has much less afterpulsing than at 
λs = 1536 nm (similar to the wavelength used in ref. 11). We then perform a numerical comparison of the attack 
conditions and performance at λl with these at λs. By means of an optimized simulation that assumes fairly realis-
tic conditions, we show that the actual attack at λl can break the security of Clavis2. The attack in itself is general 
enough to be potentially applicable to most discrete-variable QKD systems, and can be categorized with those 
that exploit vulnerabilities arising from the wavelength-dependence of optical components19, 20.

Experiment
While using λl = 1924 nm for the attack offers the benefit of reduced afterpulsing, the transmittance and reflec-
tance properties of different optical components inside Bob vary greatly in comparison with those measured at 
λs = 1536 nm. Most relevant to the attack, the attenuation is generally higher; for instance, the optical loss through 
the PM at λl is 220dB higher than that at λs. Furthermore, the modulation itself varies with λ since the modula-
tor’s half-wave voltage is a function of wavelength. If Eve uses light at λl to estimate Bob’s randomly modulated 
phase (ϕB = 0 or π/2 at λs) through the homodyne measurement of a pulse that made a single pass through the 
PM, the measurement outcomes will not be on orthogonal quadratures.

Altogether, it is thus likely that compared to ref. 11, Eve would not only need to inject a larger mean photon 
number µE→B into Bob, but may also require a higher mean photon number µB→E in the back-reflection for suc-
cessful homodyne measurements. To calculate the efficacy of the attack, we experimentally quantify at λl (relative 
to λs) the following three aspects: increased attenuation, altered phase modulation, and decreased afterpulsing. 
Figure 1 shows a schematic of the experimental setup used for various measurements.

Increased attenuation. To gauge the increase in attenuation, we measured the optical loss of various com-
ponents of Bob at both λs and λl. In Fig. 1, the dotted line (path X–Y– ☆Z –Y–X, where ☆ indicates the source of 
reflection) shows the attack path used in ref. 11. Relevant loss values are given in the left column of Table 1. With 
a round trip loss of λ λ λ= + Γ + = .− − − − − −☆ ☆L L L( ) 2 ( ) 2 ( ) 58 7Z s s sX Y Y X X Y Z Y Z  dB, Trojan-horse pulses 
injected with µE→B ≈ 2 × 106 photons yielded µB→E ≈ 4 photons in the back-reflection from Bob. Here, 
Γ = .☆ 51 7Z  dB is the loss during reflection at Z, the fiber connector after Bob’s PM.

For an attack at λl with Trojan-horse pulses traversing the same path, the round trip loss would be 
λ = .− − − −☆L ( ) 104 9dBZ lX Y Y X  (with the further assumption that Γ ☆Z  is independent of wavelength). The attack 

pulses at λl would therefore face 46.2 dB more attenuation than at λs. A major contribution to this large attenua-
tion is from the PM, which even gets doubled since the THPs travel through the PM twice.

BobEve
φB

PBS

X
ZY

D0

C
Laser

PM

D1
Bob’s gates

PCTrojan
laser

Pulse
generator

OI

Attack paths

1536,1550 nm

1924 nm

BS

Figure 1. Basic experimental schematic and attack paths at λs = 1536 nm and λl = 1924 nm. The scheme and 
operation of Bob’s setup is described in detail in refs 13 and 17. The stars indicate the back-reflection sources 
exploited in ref. 11 and in this work. Trojan laser models: Eblana Photonics EP1925-DM-B06-FA at λl and 
Alcatel 1905 LMI at λs. OI, optical isolator; PC, polarization controller; PBS, polarizing beamsplitter; BS, 50:50 
beamsplitter; C, circulator; D, single-photon detectors; X, Y, Z, bulkhead fiber-optic connectors.
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However, since a single pass can also yield information about ϕB, Eve can opt for a different route where only 
either the input forward-traveling THP or the back-reflected pulse passes through Bob’s PM. All Eve requires is a 
reasonably large source of reflection from any component after the 50:50 beamsplitter (BS). Indeed, during our 
loss measurements at λl we observed a large attenuation through the optical circulator (C), a part of which stems 
from a rather generous back-reflection. We estimated the loss λ− −☆L ( )lZ C X  for the path Z– ☆C –X (via BS twice 
and polarizing beamsplitter once) using a photon-counting method, described below.

We temporarily connected the polarization-controlled output of the 1924 nm laser at Z to send light towards 
the BS. The average power of the pulsed laser, operated at 5 MHz repetition rate, was Pavg = 21.55 µW, correspond-
ing to a mean photon number per pulse µZ = 4.14 × 107. An SPD was connected at X to detect the back-reflections 
from C. To prevent other back-reflections from contributing to the photon counts, Bob’s laser and detectors D0 
and D1 were disconnected, and the patchcords (with open connectors) were coiled on a pencil to strongly atten-
uate the propagating light.

Two counters (Stanford Research Systems SR620) were used to measure the number of optical pulses sent by 
the laser N = 4.98 × 106 and the number of pulses received by the detector n = 323 maximized over input polari-
zation at Z. The mean photon number per pulse at X was estimated as µX ≈ 59.7 from the relation,

µ η− = − ≈µ η−n d
N

e1 , (1)X D
X d

where d = 60 is the number of dark counts and ηD = 8.85 × 10−7 is the single-photon detection efficiency at λl, 
which was estimated in a separate experiment similar to the one in ref. 20. The ratio of the mean photon numbers 
µZ/µX provides the overall loss λ ≈ .− −☆L ( ) 58 4lZ C X  dB. The dashed line in Fig. 1 shows the complete attack path. 
Eve’s THPs from the quantum channel enter the long arm of Bob, pass through the modulator, and after a reflec-
tion from the BS, propagate to the circulator. Here, they get back-reflected and then take the short arm to exit Bob, 
passing through the BS again. Using Table   1, this path can be characterized by a total loss 

λ λ λ λ= + + = .− − − − − − − −☆ ☆L L L L( ) ( ) ( ) ( ) 85 0dBl l l lX Y Z C X X Y Y Z Z C X .
As noted above, the value of µX was polarization-sensitive. For the worst input polarization, µX decreased by 

7.4 dB, changing the overall loss to λ = .− − − −☆L ( ) 92 4dBlX Y Z C X . For the rest of the paper, we shall assume the 
attack pulses to be in a polarization midway between the best and the worst, leading to a loss figure of 

λ = .− − − −☆L ( ) 87 3dBlX Y Z C X  used to decide Eve’s photon budget. In terms of photon numbers, this implies that 
in order to get the same number of photons out from Bob (i.e., µB→E ≈ 4), Eve needs to inject ρ = 10(−58.7+87.3)/10 = 
7.24 × 102 times more photons at λl than at λs.

Altered phase modulator response. We now explain an impact of the altered phase modulation experi-
enced by Eve’s THPs at λl as they travel through Bob’s PM. As mentioned before, Bob randomly chooses between 
voltages V0(=0) or Vπ/2 to apply a phase ϕB = 0 or π/2 on Alice’s incoming quantum signal at (or in the vicinity 
of) λs = 1536 nm. Eve’s objective is to learn ϕB. The double pass through the PM in ref. 11 implied that Eve had 
to discriminate between a pair of coherent states with angle θ(λs) ≡ θs = 2 × π/2 = π between them, as illustrated 
in Fig. 2(a). At λl = 1924 nm, the phase modulator is expected to lose efficiency and provide less phase shift at 
the same voltage. Furthermore, Eve’s THP only traverses it once. Assuming a linear response of the PM, one can 
calculate the angle θl = [Vπ/2(λs)/Vπ/2(λl)] × π/2 between the coherent states available to Eve.

Since the half-wave voltage of the PM at 1924 nm was not specified by the manufacturer, we experimentally 
measured it. We constructed a balanced fiber-optic Mach-Zehnder interferometer, incorporating the path X–Z 
(Fig. 1) into one of its arms. We applied a square modulation voltage to the PM, and observed interference fringes 
at the output port of the interferometer. We adjusted the voltage amplitude until it was causing no light modula-
tion at the output port, indicating an exact 2π phase shift. From this, we found that Vπ/2(λl) = 5.7 V. By the same 
method with the 1536 nm laser, we found Vπ/2(λs) = 3.35 V.

From this measurement, we calculated θl ≈ 0.294π < θs. The increased overlap between the two states |α〉 and 
|β〉 with |α| = |β|, as depicted in Fig. 2(b), would make discrimination between Bob’s choices of ϕB more diffi-
cult. Eve can however increase the brightness of the injected Trojan-horse pulse: this would elicit a higher mean 
photon number in the back-reflection, effectively translating the states farther from the origin to diminish the 
overlap. The increment factor that makes the distance between the states at λl equal to that at λs is given by

Paths & points Loss at λs (dB) Loss at λl (dB)
X–Y 0.9 3.6
Y–Z 2.6 23.0

☆Z 51.7

Z– ☆C –X 58.4 to 65.8 (polarization-dependent)
X–D0 8.8 (via long arm) 15.5 (via short arm)
X–C–D1 9.2 (via long arm) 25.8 (via short arm)

Table 1. Comparison of optical losses in Bob at λs versus λl. See Fig. 1 for location of the paths and points. The 
loss during reflection Γ ☆Z  was measured at 1550 nm11, which we consider to be close enough to our 
λs = 1536 nm.
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implying that a mean photon number µB→E ≈ 20 at λl would ensure a close-to-unity probability in the phase 
readout11.

Decreased afterpulse probability. To quantify the decrease in the afterpulse probabilities in Bob’s detec-
tors, we used the setup shown in Fig. 1. A single THP was synchronized to the first in a series of detection gates11, 18  
of Bob, and the times at which clicks occurred in the onward gates were then recorded. The delay of the THP 
relative to the first gate was adjusted such that the pulses going through Bob’s long arm hit the detectors just a few 
nanoseconds after the gate was applied by Bob. Although we did utilize a polarization controller, only a maximum 
of ~45% of the incoming optical power at λl could be routed through the long arm. The remaining light, after 
having suffered propagation losses through the short arm, hit D0 and D1 around 50 ns before the first gate (prop-
agation time through the short arm is ≈50 ns faster than the long arm in Clavis217). These light pulses before the 
gate were found to be the dominant cause for increased noise in the detectors.

Figure 3 shows the time distribution of counts recorded in detector D0 at the wavelengths λs and λl. Each of 
the histograms was prepared by recording 106 counts. To make the most of the limited number of histogram bins 
in the counter (SR620), each bin was 0.4 µs wide and included counts from two consecutive gates. This allowed us 
to cover a time range of >80 µs. THPs with mean photon numbers µs = 2.68 × 104 and µl = 8.32 × 107 were used 
for wavelengths λs and λl respectively. Despite µ µ�s l, the data acquisition for the latter took much longer, indi-
cating that most of the clicks were actually (thermal) dark counts. The number of counts per bin settled down at 
a constant value, representing dark counts, after ~40 µs (right half of the histogram). The total number of thermal 
dark counts collected could then be calculated by multiplying this value by the total number of bins in the entire 
histogram. All remaining counts could then be attributed to afterpulsing. Table 2 lists these counts at the two 
wavelengths. The afterpulse counts (ApC) make the bulk of the counts at λs, while dark counts (DC) are in the 
majority at λl.

It can also be observed in Fig. 3 that afterpulsing decay profile at both wavelengths is roughly similar, however 
the ratio of longer to shorter lifetime components is slightly larger at λl. Although this would help our modeled 
attack11, for simplicity we have conservatively assumed that the decay parameters at λl are the same as at λs

18, aside 
from different overall afterpulse probability. The decay parameters and Z★ were measured at 1550 nm11, 18, which 
we consider to be close enough at our wavelength λs = 1536 nm.

To compute a numerical factor γ that compares the afterpulsing noise induced at the two wavelengths, we first 
take the ratio (ApC/DC) at each wavelength. Then, assuming the dark count probability per detector gate stayed 
constant between the two measurements, we take a ratio of these ratios. We assume a linear scaling of the after-
pulse probability with the energy of the THP, and further normalise for the dissimilar mean photon numbers µs 
and µl of the THPs. The numerical factor is then

γ
µ
µ

= = . × .−ApC DC
ApC DC

( / )
( / )

2 83 10
(3)

s

l

l l

s s

6

In other words, a photon at λl is only 2.83 × 10−6 times as likely to cause an afterpulse as a photon at λs.

Attack modeling and discussion. Relative to λs, an attack at λl can thus effectively decrease the afterpuls-
ing probability in D0 by

δ ρνγ= = . × .−1 03 10 (4)0
2

The factor ρν = 3.65 × 103 combines the results discussed previously on the aspects of increased attenuation 
and altered phase modulation, which required THPs injected into Bob at λl to be ρν times brighter than at λs to 
ensure optimal attack performance.

p

x x

p(a) (b)

Figure 2. Illustrative phase space representation of the back-reflected states. Eve attempts to discern ϕB = 0 or 
π/2 by performing optimal detection on the back-reflected weak coherent states |α〉 and |β〉 that have a non-
zero overlap. (a) The complex amplitude β α α= = −θei s , as a result of the double pass at the attack wavelength 
of λs. (b) β α= θei l, as a result of the single pass at λl through Bob’s modulator.
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To calculate the afterpulsing probability for D1, one must also consider different losses from Bob’s entrance 
to detectors D0 and D1 for the two attack paths (via the long arm at λs and short arm at λl, as shown in Fig. 1). 
We minimised LX−Y(λl) by adjusting input polarisation at X, then measured losses between X and the detectors 
through the short arm. LX−C−D1(λl) varied by a factor of 11 over the input polarization, while LX−D0(λl) unex-
pectedly was independent of the input polarization. Using the measured loss values (listed in the last two rows in 
Table 1), we calculate the effective decrease in the afterpulsing probability in D1

δ δ= ×

= . × .

λ λ λ λ− − +

−

− − − − − −10
1 05 10 (5)

L L L L
1 0

[ ( ) ( ) ( ) ( )]/10

3

s s l lX C D1 X D0 X C D1 X D0

With afterpulsing amplitudes reduced by δ0 and δ1, we have repeated the simulation of the attack strategy pro-
posed in ref. 11. Let us first recap this strategy, in which Eve manipulates packets or ‘frames’13 of quantum signals 
traveling from Alice to Bob in the quantum channel. For instance, she may simply block the quantum signals 
for several contiguous time slots in a frame, thereby preventing any detection clicks (except those arising from 
dark counts) in Bob over a certain period of time. Conversely, she could substitute the quantum channel with a 
low-loss version to increase the detection probability in another group of slots. Such actions increase the efficacy 
of Eve’s attack; they provide her some control over when inside a frame Bob’s SPDs enter ‘deadtime’ – a period in 
which both D0 and D1 are insensitive to single photons and cannot register detection clicks. (In Clavis2, a 10 µs 
long deadtime is automatically triggered by a click in either of the detectors18). This is essentially done by attack-
ing in bursts, i.e., probing the phase modulator by sending bright THPs in a group of slots, thus making the SPDs 
enter deadtime as quickly as possible to let the afterpulses decay harmlessly and contribute as little as possible to 
the QBER. By balancing the usage of the low-loss line and the number of slots blocked per frame, Eve can also 
ensure that Bob does not notice any significant deviation of the observed detection rate (typically averaged over 
a large number of frames).

A numerical simulation modeling the above attack strategy during the operation of the QKD protocol is used 
to calculate Bob’s incurred QBER Q and Eve’s actual knowledge of the raw key IE

act. This is performed for different 
attack combinations, i.e., by varying the number of slots that are blocked or simply passed via the low-loss line 
(with or without accompanying THPs). If for at least one combination, IE

act exceeds the estimation IE
est from the 

security proof but Q < Qabort, the attack strategy is successful in breaching the security.
For an attack at λl, we have been able to find several such combinations for the given frame size of Nf = 1075 

slots and a quantum channel transmittance T = 0.25. For instance, in one such combination, a total of 433 slots 
out of Nf  are blocked by Eve. The remaining 642 slots pass from Alice to Bob via a low-loss line with 
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Figure 3. Afterpulse profiles at λs = 1536 nm and λl = 1924 nm. Note that the histograms are rescaled such that 
their peak counts and dark count rates match in the plot, making visual comparison of decay curves easy. The 
decay curves are similar but not identical. A total of 106 counts were histogrammed at each wavelength. The 
originally collected histogram data exhibited a saturation effect, in which count rate in later bins was slightly 
suppressed (by 6.4% for λs, 1.0% for λl) because of significant click probability in early bins. This has been 
corrected in the plotted histograms, increasing their total count number above 106.

λ (nm) µ ApC DC
1536 2.68 × 104 867760 162854
1924 8.32 × 107 44981 962140

Table 2. Counts due to thermal dark noise (DC) and afterpulsing (ApC), extracted from Fig. 3 and corrected for 
the saturation effect. (ApC + DC) is greater than 106 owing to this correction.

126



www.nature.com/scientificreports/

6Scientific RepoRts | 7: 8403  | DOI:10.1038/s41598-017-08279-1

transmittance TLL = 0.5, and out of them only 334 slots–periodically distributed in 12 bursts of 28 slots each inside 
the frame–are accompanied by THPs to read the modulation. With this attack combination, we were able to 
obtain = . > = .I I0 515 0 506E E

act est  (calculation based on Clavis2 parameters and the attack conditions11) and 
Q = 7.8% < Qabort ≈ 8% (empirically determined in ref. 21). We remark here that for a similar value of Q, the best 
optimized attacks at λs could not even yield .~I 0 080E

act . Furthermore, in contrast to the TLL = 0.9 used in ref. 11, 
implementing the attack strategy with TLL = 0.5 here makes the attack closer to be feasible in practice.

Note that in the simulation, we have mixed measurement results from two samples of Clavis2 system. The opti-
cal loss measurements at λl and the relative decrease in afterpulsing come from the system installed in Waterloo 
(Bob module serial number 08020F130), while the decay parameters of trap levels in avalanche photodiodes 
measured at λs come from the system in Erlangen (Bob module serial number 08008F130). The decay parameters 
and Z★ were measured at 1550 nm11, 18, which we consider to be close enough at our wavelength λs = 1536 nm.We 
further note that the latter figures vary significantly between D0 and D1, although the two avalanche photodiodes 
were of the same type and at the same temperature18. Therefore our simulation only gives a rough indication of 
attack performance. Results of the actual attack, if it is performed, will vary from sample to sample. However, also 
note that we have tested a single long wavelength of 1924; a different wavelength may well yield better attack per-
formance. Finally, more recent commercial systems deploy SPDs with much better efficiencies and afterpulsing 
characteristics and, as noted in ref. 11, this benefits the eavesdropping strategy.

We expect homodyne detection at 1924 nm to be easy to implement by using p-i-n diodes with extended 
infrared response22, 23. Based on the published specs, the latter should provide detection performance in our 
setting similar to that demonstrated at 1550 nm11. Separating Eve from Bob by some distance of fiber does not 
degrade the attack very fast; we have measured 7.5 dB/km loss at 1924 nm in a 16.5 cm diameter spool of Corning 
SMF-28e24 fiber.

The easiest countermeasure to protect the QKD system from this attack is to properly filter the light entering 
the system20, 25. E.g., adding a narrow-pass filter at Bob’s entrance will force Eve to use the signal wavelength λs 
and reduce her attack performance to the original failure, provided poor detector afterpulsing properties are 
maintained in production11. Another countermeasure would be to use a QKD protocol that does not require 
the receiver’s PM settings to be secret, such as BB84 with decoy states3, 10, 26. However, protecting the source’s PM 
settings will still be required in most QKD protocols25, 27.

Conclusion
In conclusion, we have shown that despite the increased attenuation and sub-optimal phase modulation expe-
rienced around 1924 nm, the Trojan-horse attack performed at this wavelength has a very good chance of being 
invisible, because the afterpulsing experienced by Bob’s detectors is extremely low. This attack is mostly imple-
mentable with commercial off-the-shelf components. Therefore, an urgent need exists to incorporate effective 
countermeasures into practical QKD systems to thwart such threats.
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Abstract
A security evaluation against the finite-key-size effect was performed for a commercial plug-and-play
quantumkey distribution (QKD) system.We demonstrate the ability of an eavesdropper to force the
system to distill key from a smaller length of sifted-key.We also derive a key-rate equation that is
specific for this system. This equation provides bounds above the upper bound of secure key under
finite-key-size analysis. From this equation and our experimental data, we show that the keys that have
been distilled from the smaller sifted-key size fall above our bound. Thus, their security is not covered
byfinite-key-size analysis. Experimentally, we could consistently force the system to generate the key
outside of the bound.We also testmanufacturer’s software update. Although all the keys after the
patch fall under our bound, their security cannot be guaranteed under this analysis. Ourmethodology
can be used for security certification and standardization ofQKD systems.

1. Introduction

Quantumkey distribution (QKD) systems are expected to provide unconditionally secure keys between two
parties [1–6]. To fulfill that expectation, every feature, imperfection, and loophole both in theory and practice
has to be taken into account. One of these features is that, with limited resources and time, aQKD system can
exchange only afinite length of raw key. The knowledge of an adversary about the key is estimated by the number
of errors in it [7, 8]. Since the bound on the adversary’s knowledge is estimated fromafinite sample, the smaller
the sample is, the less accurate the estimate becomes. Thus, the estimated knowledgemight deviate from the
actual value and, if it is underestimated, the security of the secret keymight be compromised. Finite-key-size
analysis [9–14] takes these statistical deviations into account andmodifies the key-rate equation accordingly.

Many of the practical QKD systems used todaywere developed before the finite-key-size analysis inQKD
protocols became available. Although some formoffinite-key-size effect has been considered in the literature
since the year 2000 [4], a rigorous proof wasfirst published in 2005 and developed in the subsequent years
[9–14].While the finite-size analysis was not considered in the security assumptions of the early systems, the
generated secret keymay still be secure if the raw-key sample size is large enough to neglect the finite-size effects.
However, if the sample size is smaller, the effects can no longer be neglected and an absence of the finite-key
analysismay render the generated key insecure. This is themain focus of this work.We emphasize the
significance of thefinite-key-size effects in a practical QKD system.We also demonstrate the ability of an
eavesdropper to amplify these effects by actively interfering with the transmission and forcing the system to
generate secret key from a smaller sample size. In section 2, we experimentally demonstrate a simple attack that
forces a commercial QKD system to use a smaller sample size. The key-rate equation for this specific system is
derived in section 3. In section 4, we compare thefinite-key security boundswith our experimental data.We test
the system again aftermanufacturer’s security update in section 5, and conclude in section 6.
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2. Experiment

The subject of this study is the security of a plug-and-playQKD systemClavis2 produced by IDQuantique
[15, 16]. Although updated configurations for plug-and-play systems exist [17], we have notmodified the system
under test and all tests were performed in the same configuration, as provided by themanufacturer. TheQKD
protocol under study is Bennett–Brassard 1984 (BB84) protocol without decoy states [1, 7], as implemented in
Clavis2. The security of this system implemented in themanufacturer’s software is based on the security analysis
in [18], which is an analysis against photon-number-splitting attack and cloning attack. The analysis in [18]
neither considers thefinite-key-size effects nor takes into account the lack of phase randomization in the system.
It also assume that Eve cannot change detectors efficiency.

Under normal operation, the system exchanges the quantum signals until thememory buffer for the states
sent byAlice isfilled. This leads to the raw-key size being limited. This limit varies depending on the line loss (at
higher loss fewer photons are received by Bob, and the key is smaller as our experimental data showbelow).
Then, Alice and Bob performpost-processing: sifting, error correction, and privacy amplification [7, 15, 16].
One of the features of Clavis2 is that the system terminates the raw-key exchange process if Bob’s photon
detection efficiency drops below a certain threshold, and performs a recalibration procedure for the timing
alignment of detector gates [16, 19]. This timing alignment greatly affects the photon detection efficiency, is
sensitive to environmental fluctuations, and needs to be restored from time to time by performing this
recalibration.However the systemdoes not discard the raw key already accumulated in the buffer (as long as it
has accumulated at least 80 kbit), and performs the post-processing from the available amount at the time of
termination. Evemay take an advantage of this feature. Since the security proof of the systemdid not take into
account the statistical deviation due to non-infinite key length, the deviation can be further amplified if the
interruption for recalibration occurs early in the raw-key exchange session.

To demonstrate Eve’s ability to force the system to distill from a short raw-key length, wefirst ran the system
in a normal operationmode. The quantum channel betweenAlice andBob consisted of a 2 m long opticalfiber,
and a variable attenuator (OZOpticsDD-100-11-1550)was added to simulate transmission line loss of 2, 3 and
4 dB (see figure 1).We ranmultiple sessions of key distribution. In each session, during the raw-key exchange
phase, we let the system exchange quantum signals for time τ, then abruptly increased the attenuation to
»40 dB. This reduced the detection rate in Bob below the threshold and forced the system to terminate the key
exchange. After that, the systemperformed post-processing of the already exchanged raw key and reported the
secret-key length for that session. At the same time, we reset the variable attenuator to the original loss value. The
system then recalibrated the timing alignment, and proceeded to the next raw-key exchange session.We varied τ
between 10 and 280 s, so that the raw-key size after terminationwas between the system’sminimum threshold
of 80 kbit and thememory buffer limit of 1.6–4Mbit in Bob (depending on the line loss), corresponding to the
leftmost and rightmost experimental points in each plot infigure 2.We also allowed the system to complete
some of the sessions naturally without Eve’s intervention, whichmostly resulted in themaximumkey length but
occasionally a shorter one. The plots show the variation of secret-key size as a function of the sifted-key size, for
different transmission loss values. Note that the sifted-key size plotted is half the raw-key size. The amount of the
raw key exchanged did not depend solely on τ. Some sessions experienced fluctuations in transmission loss and
detection rate, which caused a lower key exchange rate but not below the termination threshold. Some sessions
terminated beforewe induced the loss, when the detection efficiency dropped below the threshold as the result of
naturally occurring timing drift, without Eve’s help.

In our analysis, we consider the length of secret key as a function of the sifted-key length, rather than the
session time duration. For each session that produced non-zero secret key, we recorded the length of the sifted
key, the number of bits disclosed in the error correction, the error rate, and the length of the secret key reported
by the system. The systemunder test did not includefinite-key-size analysis in its post-processing. Rather, the
post-processing stepwas programmed to subtract an arbitrarily chosen amount of the key in addition to the
value given by the asymptotic security analysis [20]. This subtractionwas done to account for any unknown
effects that were not included in the system’s security analysis. Prior to this study, the security of this arbitrary
key subtraction has not been verified.We check this hypothesis below.Note that we consider only the case where

Figure 1. Scheme of experiment.
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Eve attempts to control the sifted-key-size before the post-processing. No other attack orflaw is considered in
this study.

3.Derivation of key-rate equation

Forfinite-key-size effects, we need to formulate the key-rate equation for this specific system. To our knowledge,
there is nofinite-key-size analysis that covers all assumption in this systemwithout hardwaremodification [21].
In this section, we use available derivation technique tofind a secure key bound of the key generated by the
system.We assume here that Eve does not interfere with the bright pulses sent fromBob toAlice, and assume
that the phase of signal in different time slots is random.As a result, the key bound in this analysis would lie
above the upper bound of secure key, which takes into account the lack of phase randomization [22]. Although
we cannot conclude that the keys below our bound are secure, it can be used to justify that the secret keys that fall
above this bound are not covered by thefinite-key-size analysis. Thus, we need to assume theworst case that
such keys are insecure.

Our analysis covers the process startingwith the raw-key exchange step of plug-and-play system, where Alice
attenuates the laser pulses fromBob and encodes each pulse in one of the four possible phase values: 0, p 2,π,
and p3 2. Alice then sends the encoded signal back to Bobwhere hemeasures the signal in one of the two bases,
and gets his raw key. They perform sifting and error correction afterwards. The system then performs privacy
amplification process where the key is shortenedwith a universal-2 hash function to exclude Eve’s information
about the key. The key after this step is the secret key. Eve’s information is estimated fromquantumbit error rate
found during the error correction and probability of havingmulti-photon pulses during raw key exchange. This
process allows us to use a commonprocedure of secret-key analysis based on [9–11], which stated that, by using
the universal-2 hash function as privacy amplification, a secret keyK of secret key probability per bit lK is ε-
secure if the protocol is not aborted, and lK satisfies the relation

e < - ¢ - ( )( ( ∣ ) )2 . 1H K E l
PA K

1
2 min

Here, ePA is the collision probability of hash function, which is the probability of two different input strings
being projected into the same string of output. ¢( ∣ )H K Emin is smoothmin-entropy of the system, which
represents the probability of Eve guessing the keyK correctly using an optimal strategy, given her information
about the key before privacy amplification ¢E .

The goal of this derivation is to replace the smoothmin-entropywith a function ofmeasurable parameters
from the system. Since the information leakage during error correction is independent of other processes prior
to that, ¢E can be decomposed into Eve’s knowledge before error correction E and information leakage during
error correction process L. By inequality of smooth entropy [11], we have

.
e
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where ´( ∣ )H K Emin is the smoothmin-entropy of the systembefore the error correction step. The last term is a
statistical correction underfinite-key-size regime, where ẽ is the probability that Eve’s information is
underestimatedwhen using smoothmin-entropy [12]. The analysis in [12, 23] gave us the bound of ´( ∣ )H K Emin

Figure 2. Secret-key size versus sifted-key size. Black × are experimental results with (a) 2 dB line loss and 2.5% error rate averaged
over all sessions, (b) 3 dB line loss with 5.2% error rate, and (c) 4 dB line loss with 6.2% error rate. The experiment error rate in
individual sessions deviated less thano0.5% from the average. Blue (dark gray) curve is the infinite-key bound obtained from
equation (6). Red (gray) curve is a finite-key-size boundwith e = -10 10 using equation (5). Green (light gray) curve is thefinite-key-
size boundwith e = -10 1. Secure-key bounds in each sub-figurewere calculated separately according to the error rate and line loss of
each experiment. Experimental points that lie above each line are considered insecure under those conditions used in each calculation.
The detector’s efficiency during the experimentwas 0.08. The dark count rate was ´ -2 10 5 counts per second for each detector.
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as a function ofmeasurable parameters
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where = - - - -( ) ( ) ( ) ( )h x x x x xlog 1 log 12 2 is the binary Shannon entropy,
e= + + +˜ { ( ) ( )}( )E E n n2 ln 1 2 ln 1 11

2 PE takes into account a chance that the error rate estimated from a
sifted key of size n in the protocolmight deviate from the actual value [12], ePE is the probability that such
deviation occurs, andE is the observed error rate. The single photon detection probability

= -( )A p p pdet multi det is a correction term forweak coherent laser used to exchange the raw key in the system
[5], where pdet is the probability of detection and pmulti is the probability of amulti-photon pulse generated by
Alice [16].

Nowwe consider information leakage during the error correction. In theory, theminimumportion of the
keywith error probability E that needs to be disclosed to correct all the errors is h(E). Using this limit alongwith
thefinite-key-size analysis from [13], we have the upper bound of information leakage during error correction

-
e

+ ( )L Aleak log
8

, 4EC 2
EC

where = ( )f h EleakEC EC is an estimated portion of the key disclosed during error correction. The factor
=f 1.2EC is a practical efficiency of the error correction protocol [8, 12]. In the system log of systemunder test,

this value varied between 1.1 and 1.3. The last term takes account of a failure probability eEC that the error
correction leaves non-zero number of errors [13]. This can occur, for example, owing to a non-zero probability
of at least one parity check block containing an even number of error bits in every iteration of CASCADE error-
correction code and the following parity check rounds inClavis2 [16].

Since the experimental results are the secret key size as a function of the sifted key length n, we need a secure
key bound =l nlK . Substituting equations (2)–(4) into equation (1), taking the logarithm, thenmultiplying by n
on both sides, we obtain
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with security parameter e e e e e= + + +˜PE PA EC [11–14]. Since secret-key-rate analyses under collective and
coherent attack on non-decoy state BB84 are equivalent [6, 24], the present analysis also covers coherent attack,
which is themost general formof attacks onQKD system.

The asymptotic key-rate equation for this specific system can be derived in the sameway, butwithout
considering statistical deviation due tofinite-size effects. The asymptotic key-rate is
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4. Security verification

To verify the security of the secret key, we compare the experimental result with the bound of the secret key
under the asymptotic assumption and finite-key-size analysis. For the asymptotic case, we use equation (6) as the
secure key bound. For finite-key-size effect, we use a numerical optimization tofind a combination of security
parameters (e e e˜, ,PE PA, and eEC) thatmaximizes the key length in equation (5). The observed error rate E is an
average of the error rates reported by the system after each key distillation at a given transmission loss. The term
A is calculated assuming the Poisson distributionwith amean photon number per pulse m = 0.2 sent by Alice.
The value ofμ varied between 0.2 and 0.4 in the experiment, however the lowest value gives the highest bound
for the secret key rate.We thus obtain bounds of secure key length, plotted infigure 2. Above each curve lies the
zonewhere the security of the key is not covered by finite-key-size analysis.

The experimental secret key sizes, denoted by black×, always satisfy the security criteria for the asymptotic
assumption.When the size of the input sifted key is large, the key-rate boundswith andwithoutfinite-size
assumption lie very close to each other (see figure 2). Thismight put the experimentally distilled key size below
the finite-key-size bound, i.e., on the safe side.However, when the sifted key size is reduced, the key-rate bounds
with andwithoutfinite-key assumption diverge significantly. Higher loss results in higher divergence. A fraction
of the experimental results falls outside the secure zone for thefinite-key-size analysis with values of ε up to 10−1.
The latter valuemeans there is a 10% chance that the information of the key generated under this condition
might be leaked to Eve. In practice, the security parameter ε can be picked to be of the same order as the
probability ofmajor natural disasters such as a serious earthquake, nearby volcanic eruption or nuclear power
plantmeltdown [25]. If such disaster happened, it ismost likely that the security of the keywould notmatter
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anymore. For example, the probability of a nuclear power plantmeltdown is 10−4 per year, according to the
Nuclear Regulatory Commission [26]. If ourQKDmachine generates two keys everyminute or approximately
106 keys a year, onemight pick e = -10 10 so that the probability that at least one key leaks to Eve is of the same
order as such disasters [25]. However, our experiment shows that Eve can consistently induce amuch higher risk
probability of key leakage. She can do this by applying our channel interruption technique for BB84 protocol at
channel loss values>2 dB (or line distances longer than about 12 km, given typicalfiber loss value of
0.17 dB km−1).

5. Testingmanufacturer’s patch

In themiddle of our study in 2014, IDQuantique released a software update for Clavis2. After the update, the
system accumulates the raw key overmultiple key exchange sessions, and performs post-processing onlywhen
the sifted-key size reaches a threshold of about 2Mbit.

We have repeated our experiment and recalculated our plot using the new parameters acquired from the
updated system. The result shows that the secret key is within the secure bound of e = -10 10 (see figure 3).
Regardless of our channel interruptions, we observed that the systemhas retained the raw key exchanged before
termination of each raw-key exchange session, and accumulated it until the size reached about 2Mbit before
proceeding to the distillation. This behavior is clearly visible in the system log and confirmed by the
manufacturer [20].

6. Conclusion

In this work, we have done a security evaluation of the finite-key-size effect for Clavis2 system that included
derivation of the specific key-rate equation, developing a testingmethodology, using it to test the system’s
security againstfinite-key-size effects, and testing themanufacturer’s patch. Although rigorous security proofs
withfinite-key-size assumptions were abundant in the literature during the start of this work, theywere not
assembled together into a key-rate equation suitable for the systemunder test. Ourwork has assembled the
components of the key-rate equation, verified the assumptions, and put them together into the formof
equation (5). However, under our assumptions, the equation does not give the upper bound to evaluate the
security of the secret key. Using our result, we can only verify that the keys that fall above the bound are not
secure under finite-key-size analysis.

We have shown that by dynamically controlling the channel loss, Eve can force the system to distill key from
a shorter sifted-key length to bring the finite-key-effects into play. Using our derived key-rate equation,
equation (5), we have shown that key distilled from a sufficiently small length of sifted-key is not guaranteed to
be secure, evenwith themanufacturer’s added post-processing step of secret-key subtraction.We have also
investigated the security update from IDQuantique, and found that all experimental results fall under the
bound in this study. Unfortunately the security of the key against this attack cannot be concluded from this
result. Our study only covers statistical evidence from the system against a theoretical bound. An explicit attack
that exploits this effect is still open for future study.

Figure 3.Experimental result with new software. The line loss was 3 dB and error rate was 1%. Blue (dark gray) curve is the asymptotic
key bound given by equation (6). Red (gray) curve is the finite-key-size bound for e = -10 10 given by equation (5). A group of
× presents results of 8 key distillations.
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Our investigation highlights the significance and importance offinite-key-size analysis in the
implementations ofQKD, especially in commercial systems.Ourmethod of attack can be used as basis of a
testingmethodology for security certification. It should be incorporated in the standardization ofQKD,which is
the next step this technology field faces [27].

We responsibly disclosed to IDQuantique partial results of this investigation before the 2014 patch.
Publication has been delayed in order to give the company enough time for patch deployment.
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Testing Random-Detector-Efficiency
Countermeasure in a Commercial

System Reveals a Breakable
Unrealistic Assumption

Anqi Huang, Shihan Sajeed, Poompong Chaiwongkhot, Mathilde Soucarros, Matthieu Legré, and Vadim Makarov

Abstract— In the last decade, efforts have been made to
reconcile theoretical security with realistic imperfect imple-
mentations of quantum key distribution. Implementable coun-
termeasures are proposed to patch the discovered loopholes.
However, certain countermeasures are not as robust as would
be expected. In this paper, we present a concrete example of ID
Quantique’s random-detector-efficiency countermeasure against
detector blinding attacks. As a third-party tester, we have found
that the first industrial implementation of this countermeasure is
effective against the original blinding attack, but not immune to
a modified blinding attack. Then, we implement and test a later
full version of this countermeasure containing a security proof.
We find that it is still vulnerable against the modified blinding
attack, because an assumption about hardware characteristics on
which the proof relies fails in practice.

Index Terms— Quantum key distribution, detector blinding
attack, countermeasure testing.

I. INTRODUCTION

CURRENTLY, applied cryptography systems rely on the
hardness of certain mathematical assumptions, which

only provides computational security [1], [2]. Once an eaves-
dropper has enough computing power, such as a quantum com-
puter, the security of these classical encryption algorithms will
be broken [3], [4]. However, quantum key distribution (QKD)
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allows two parties, Alice and Bob, to share a secret key based
on the laws of quantum mechanics [5]–[8]. Because of no-
cloning theorem [9], an eavesdropper with arbitrary computing
power cannot copy the information sent by Alice without
leaving any trace, which guarantees the unconditional security
of communication [10]–[15].

For this gradually maturing technology, practical QKD sys-
tems have been realised in laboratories [16]–[19] and several
companies have provided commercial QKD systems to general
customers [20]. However, imperfect components used in the
implementations lead to security issues that have attracted
an increasing attention in the last decade [21]–[30]. Since
increasing number of quantum attacks have been demon-
strated, academic community is already aware of the security
threat from practical loopholes. Therefore, the next step is to
come up with loophole-free countermeasures. Importantly, the
security of these countermeasures should be verified.

In this paper, an example of testing the security of an imple-
mented countermeasure is given. We examine ID Quantique’s
attempted countermeasure to earlier discovered bright-light
detector control attacks [26], [31], [32] that were demon-
strated 6 years ago on ID Quantique’s and MagiQ Tech-
nologies’ QKD products. The countermeasure is to randomly
remove some detector gates to force the effective detec-
tion efficiency to zero during those slots [33]. The idea
is that when an eavesdropper is performing the blinding
attack, she will produce click during these removed gates
and thus get caught. This countermeasure has been imple-
mented in a commercial system Clavis2 by two authors
of this paper working at ID Quantique (M.S. and M.L.),
then provided as-is in a form of firmware update to the
remaining four authors from the University of Waterloo who
played the role of a third-party testing team. The authors from
ID Quantique did not participate in the test, however results
of the test produced by the testing team were discussed by all
authors and agreed upon.

The experimental results produced by the testing team
show that although this countermeasure is effective against the
original detector blinding attack [26], it is no longer effective
if the eavesdropper modifies her attack slightly. We note here
that this countermeasure implemented by ID Quantique is
the simplest possible version of the original countermeasure
proposal [33], and has already been criticised as unreliable

0018-9197 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
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in a later theoretical work [34]. Hence, the testing team
has gone further ahead and manually implemented a full
version of the countermeasure using two non-zero detection
efficiency levels [33], [34], and tested it. Our testing shows
that even the full countermeasure is vulnerable to the modified
blinding attack. Specifically, we experimentally disprove an
assumption that Bob’s detection probability under blinding
attack cannot be proportional to his single-photon detection
efficiency, on which the theoretical analysis in Ref. [34] relies.

The paper is organized as follows. Section II
reviews a hacking-and-patching timeline of ID Quantique’s
Clavis2 QKD system and introduces the countermeasure.
In Section III, testing results of ID Quantique’s first
countermeasure implementation are reported and our modified
blinding attack is introduced. Section IV theoretically analyses
conditions of a successful attack and shows that the modified
blinding attack satisfies them. Moreover, in Section V, based
on certain assumptions about a future implementation of
the full countermeasure [34], we demonstrate two possible
methods to hack this full version implementation. We discuss
the practicality of our attacks against installed commercial
QKD lines in Section VI and conclude in Section VII.

II. FROM LOOPHOLE DISCOVERY TO

COUNTERMEASURE IMPLEMENTATION

In 2009, the vulnerability of the commercial QKD system
Clavis2 [35] to detector blinding attacks was identified and a
confidential report was submitted to ID Quantique (the work
was published shortly afterwards [26]). After this, ID Quan-
tique has been trying to figure out an experimental counter-
measure against these attacks. The timeline of this security
problem is shown in Fig. 1. In 2010, ID Quantique proposed
a countermeasure that randomizes the efficiency of a gated
avalanche photodiode (APD) by randomly choosing one out of
two different gate voltages, and filed this idea for a patent [33].
In this way, an eavesdropper Eve does not know the exact
efficiency of Bob in every gated slot and thus cannot maintain
his detection statistics. At the sifting phase, if the observed
detection rates differ from the expected values, Alice and Bob
would be aware of Eve’s presence and discard their raw keys.

In 2014, Lim et al. [34] proposed a specific protocol to
realize this countermeasure, which analyses the security math-
ematically for blinding attacks that obey a certain assumption
on their behavior. In the protocol, Bob randomly applies two
non-zero detection efficiencies η1 > η2 > 0, and measures
detection rates R1 and R2 conditioned on these efficiencies.
The effect of detector blinding attack is accounted via the
factor (η1 R2 − η2 R1) / (η1 − η2). Without the blinding attack,
the detection rate is proportional to the efficiency, making this
factor zero. The analysis makes a crucial assumption that the
detection rate under blinding attack R1 = R2, i.e., it will be
independent of Bob’s choice of η1,2. Then, under attack the
factor will be greater than zero, and reduces the secure key
rate. This solution intends to introduce an information gap
between Eve and Bob, for Eve has no information about Bob’s
random efficiency choice.

Later in 2014, ID Quantique implemented the counter-
measure as a firmware patch. The hardware in Clavis2 is

Fig. 1. Timeline of hacking-countermeasure-hacking for the bright-light
detector control class of attacks.

not capable of generating two nonzero efficiency levels that
switch randomly between adjacent detector gates. As a result,
implementation is in a simple form by suppressing gates
randomly with 2% probability. The suppressed gates represent
zero efficiency η2 = 0, while the rest of the gates represent cal-
ibrated efficiency η1 = η. Ideally, in the updated system, there
should be no click in the absence of the gate. In practice, tran-
sient electromagnetic interference may extremely infrequently
lead to a click without a gate. Therefore, an alarm counter is
used with the system lifetime limit of 15 clicks in the absence
of the gate. If this limit is reached, it triggers the firmware to
brick the system and require factory maintenance. This imple-
mentation assumes that under blinding attack [26], click prob-
ability should not depend on the gate voltage and the attack
should therefore cause clicks at the slots of gate absence.

III. TESTING THE COUNTERMEASURE

In this section, we demonstrate that the countermeasure
presently implemented by ID Quantique is effective against
the original blinding attack [26], but not sufficient against the
general class of attacks attempting to take control of Bob’s
single-photon detectors.

Let us briefly remind the reader how Clavis2 and the original
blinding attack against it work. Clavis2 is a bidirectional
phase-encoding QKD system [35], [36]. After Bob sends
multi-photon bright pulses to Alice, Alice randomly modulates
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Fig. 2. Click probability under original blinding attack [26] versus energy of
trigger pulse. The blinding power is 1.08 mW, as the same as the power used
in the published original attack [26]. The timing of trigger pulse is 0.7 ns
long, 3 ns after the centre of the gate signal, which should roughly reproduce
the original attack [26].

one of the four BB84 phase states [5], attenuates the pulses and
sends them back to Bob. Bob randomly chooses one out of two
measurement bases. Interference happens between pulses from
longer and shorter paths of an interferometer at Bob’s side, and
the outcomes of interference depend on the phase difference
between Alice’s and Bob’s modulation [37]. However, Eve is
able to control the outcomes by the following strategy. She
shines bright light to blind the detectors, and then intercepts
Alice’s states [26]. According to Eve’s interception results,
she re-sends faked states by multi-photon pulses to Bob’s
blinded detectors. If Bob chooses the same measurement basis
as Eve’s, the pulses interfere at Bob’s interferometer, so that all
power of the pulse goes to one detector to trigger a click. If the
measurement bases chosen by Bob and Eve are mismatched,
there is no interference, and the power of the pulse is split
equally between Bob’s two detectors. In this case, neither
detector clicks. In this attack, Eve can fully control Bob’s
detectors and obtain the whole key tracelessly [26].

For the original blinding attack, Eve sends bright-light
continuous-wave (c.w.) laser light to blind Bob’s detectors.
Then a trigger pulse is sent slightly after the gate to make
a click. We repeat this attack for improved Clavis2 system
and test the amount of energy to trigger a click which is
shown in Fig. 2. From Fig. 2, we can see the trigger pulse
energy for gate presence (solid curves) is lower than that
for gate absence (dashed curves), because minute electrical
fluctuations of APD voltage following the gate signal lower
the click threshold slightly.

However, if Eve tries to trigger a click with 100% prob-
ability when the gate is applied, this amount of trigger
pulse energy (marked by a dotted vertical line in Fig. 2)
also might trigger a click with non-zero probability when
the gate is suppressed, which is monitored and results in
an alarm. Therefore, Eve cannot hack the system with full
controllability. To avoid clicks in slots of gate suppression,

Fig. 3. Idealized APD gate signal and real oscillogram of optical trigger
pulse. Relative time between the gate voltage transitions and the optical pulse
is approximate. The c.w. signal is generated by a 1536 nm laser diode; the
trigger pulse signal is obtained by modulating pump current of a separate
1551 nm laser diode, using an electrical pulse generator [26].

Eve could in theory decrease the level of trigger pulse energy
to trigger a click sometimes with gate presence, but never
with gate absence. This also satisfies a necessary condition of
a successful attack which we will discuss in Section IV later.
Unfortunately, in practice, our testing result shows the amount
of trigger pulse energy required to trigger D0 without the gate
is about 710 fJ, which is only 1.5% less than the amount
of energy for 100% click (720 fJ) when the gate is present.
The 1.5% difference of these two energy levels is likely not
big enough to achieve a reliable attack operation that avoids
triggering the countermeasure. Also, D1 will always trigger at
these energy levels, revealing the attack. Eve could target D1
using a slightly lower energy level, but the relative precision
required is similar there. Routine fluctuations of temperature
and other equipment parameters may lead to some instability
of these trigger pulse energy levels, causing a risk for Eve
to trigger a few clicks in the gate absence and brick the
system being attacked. From this point of view, we think this
first implementation of countermeasure is effective against the
original blinding attack.

We can slightly modify our blinding attack to break the
security of this countermeasure. Similarly to the original
blinding attack, Bob’s detectors are blinded by a bright-light
laser first. Then, instead of sending a trigger pulse slightly after
the gate as in the original attacks [26], we send a 0.7 ns long
trigger pulse on top of the c.w. illumination during the detector
gate, as shown in Fig. 3. This trigger pulse produces a click in
one of Bob’s two detectors only if Bob applies the gate and his
basis choice matches that of Eve; otherwise there is no click.

To explain why this modified attack succeeds, let us remind
the reader the normal operation of an avalanche photodi-
ode (APD). The detectors in Clavis2 are gated APDs. When
the gate signal is applied, the voltage across the APD VAPD
is greater than its breakdown voltage Vbr. If a single photon
comes during the gated time, an avalanche happens and causes
a large current. This current is converted into a voltage by the
detector electronic circuit. If the peak voltage is larger than
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Fig. 4. Oscillograms at comparator input in the detector circuit, proportional to APD current. (a) Geiger mode. The small positive and negative pulses are
due to gate signal leakage through the APD capacitance of ∼ 1 pF. (b) Geiger mode, single-photon avalanche. (c–f) The detector is blinded with 0.56 mW
c.w. illumination, with (c) no trigger pulse applied, (d) 0.32 pJ trigger pulse applied 5 ns after the gate, (e) 0.32 pJ trigger pulse applied in the gate, and
(f) 0.16 pJ trigger pulse applied in the gate.

a threshold Vth = 70 mV, the detector registers a photon
detection (a ‘click’). Fig. 4(a) and (b) show the cases of
no photon coming and a photon introducing an avalanche.
Section A explains more details of the detector operation
principle and the blinding attack.

A bright laser is able to blind the APDs. Under c.w.
illumination, the APD produces constant photocurrent that
overloads the high-voltage supply and lowers VAPD. Then,
even when the gate signal is applied, VAPD does not exceed
Vbr and the APD remains in the linear mode as a classical
photodetector that is no longer sensitive to single photons.
This means the detectors become blinded.

Under the blinding attack, Fig. 4(c–e) shows the detector
voltages in different cases: when no trigger pulse is applied
and when the trigger pulse is applied either after or in the gate.
Since in the linear mode the gain factor of secondary electron-
hole pairs generation in the APD depends on the voltage across
it, the 3 V gate applied to the APD increases the gain factor.
This larger gain during the gated time assists the APD in
generating a larger photocurrent than the photocurrent outside
the gate. Therefore the gate signal causes a positive pulse as
shown in Fig. 4(c). The trigger pulse applied after the gate
produces a second pulse, but the peak voltages of neither
pulses exceed Vth [Fig. 4(d)]. However, when the trigger pulse
is shifted inside the gate, the two pulse amplitudes add up,
reach Vth and produce a detector click [Fig. 4(e)]. If Bob
chooses a different measurement basis than Eve, only half of
the trigger pulse energy arrives at each detector [26]. In this
case, the peak voltage does not reach Vth [Fig. 4(f)]. Overall,
only when the trigger pulse is applied during the gate time
and Bob chooses the same basis as Eve, the detector under
the blinding attack clicks. As a result, Eve can control Bob’s

detectors to make Bob obtain the same measurement result as
her, and does not introduce extra errors [26].

Contrary to most of previously demonstrated attacks
attempting to take control of single-photon detectors [26], [28],
[31], in the present demonstration the timing of the trigger
pulse has to be aligned with the gate. Besides timing align-
ment, another important factor of the attack is the trigger pulse
energy E . To test the effect of different trigger pulse energy,
we gradually increase it and observe the detection outcomes.
Figure 5 shows schematically in which order clicks appear in
Clavis2 as E is increased. We observe three thresholds.

• If E ≤ Egate
never,i (where i ∈ {0, 1} is detector number), the

detector never clicks when the gate is applied.
• If E ≥ Egate

always,i , the detector always clicks when the gate
is applied.

• If E ≤ Eno gate
never,i , the detector never clicks when the gate

is suppressed.
Figure 6 shows these detection thresholds measured for a

range of c.w. blinding powers. All the thresholds rise with
the blinding power, because higher blinding power leads to
a larger photocurrent and lower VAPD. The decreased VAPD
leads to smaller gain and thus lower sensitivity to the trigger
pulse. (Section B contains a more detailed investigation of the
processes inside the detector.) As can be seen, for any given
blinding power, Eno gate

never,i is much higher than the other click
thresholds. This easily allows the original detector control
attack [26] to proceed undetected by the countermeasure.
A more formal analysis will be stated in the next section.

IV. CONDITIONS OF A SUCCESSFUL ATTACK

Experimental result of the previous section shows that the
attack of Ref. 26 is possible in Clavis2. However, general

140



HUANG et al.: TESTING RANDOM-DETECTOR-EFFICIENCY COUNTERMEASURE IN A COMMERCIAL SYSTEM 8000211

Fig. 5. Output of a blinded detector in Clavis2 under control of trigger pulses
of different energy. The top graph shows a gate applied at the first slot, but
suppressed at the second slot. However, an optical trigger pulse is sent to the
detector in both slots. Graphs A–E show detector output versus trigger pulse
energy E . In graph A, the energy is insufficient to produce a click. As the
energy is increased above Egate

never,i , clicks intermittently appear in the presence

of the gate, as shown in graph B. At the energy level above Egate
always,i , the

gate always has a click, as shown in graph C. However, there is never a click
when there is no gate. At a higher energy level above Enogate

never,i , clicks in the
gate absence appear intermittently (graph D) or always (graph E).

conditions for a successful attack should be analysed theo-
retically. In this section, we first consider strong conditions
for a perfect attack, in which Eve induces a click in Bob with
100% probability if their bases match and the gate is applied,
and 0% probability otherwise. These conditions are definitely
sufficient for a successful attack [26]. However, as we remark
later in this section, even if these strong conditions are not
satisfied, an attack may still be possible.

Strong conditions. If the detection outcome varies as Fig. 5
with the increase of trigger pulse energy, the order of the three
thresholds is:

Eno gate
never,i > Egate

always,i > Egate
never,i . (1)

If Eve and Bob select opposite bases, half of the energy
of trigger pulse goes to each Bob’s detector. In this case,
none of the detectors should click despite the gate presence.

Fig. 6. Energy thresholds of trigger pulse versus c.w. blinding power. Shaded
area shows the range of trigger pulse energies of the perfect attack.

This is achieved if [26]

1
2

max
i

{
Egate

always,i

}
<

(
min

i

{
Egate

never,i

})
. (2)

The random gate suppression imposes additional conditions.
In case of basis mismatch, half of the trigger pulse energy
is arriving at each detector. It should induce a click in
neither detector when the gate signal is absent. For the target
detector i, there is no click once Eq. (1) is satisfied. For the
other detector i⊕1, no click is achieved when half of the
trigger pulse energy is still lower than the detection threshold
in the no-gate case. That is,

1
2

Egate
always,i < Eno gate

never,i⊕1. (3)

If the bases match, we need to make sure there is no click when
the gate is suppressed, but always a click in the expected detec-
tor in the gate presence. This is achieved if Egate

always,i < Eno gate
never,i ,

which is already included in inequality (1). Although inequal-
ity (3) has a physical meaning, it mathematically follows from
inequalities (1) and (2). Thus satisfying inequalities (1) and (2)
represents the strong attack conditions and guarantees the same
performance as in Ref. 26. The shaded area in Fig. 6 indicates
a range of the trigger pulse energies Eve can apply for the
perfect attack. The range is sufficiently wide to allow for a
robust implementation, only requiring Eve to set correct energy
with about ±15% precision.

Necessary condition. An attack may still be possible even if
Eve’s trigger pulse does not always cause a click in Bob when
their bases match, and/or sometimes causes a click when their
bases do not match [38]. The latter introduces some additional
QBER but as long as it’s below the protocol abort threshold,
Alice and Bob may still produce key. The random gate removal
countermeasure imposes the condition

Eno gate
never,i > Egate

never,i , (4)

which means Eve should be able to at least sometimes cause
a click in the gate while never causing a click without the
gate (lest the alarm counter is increased). This is a necessary
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condition for an attack. As the present paper details, there are
strong engineering reasons why this condition is likely to be
satisfied in a detector. Additional conditions will depend on
exact system characteristics [38].

V. WILL A FULL IMPLEMENTATION OF THE

COUNTERMEASURE BE ROBUST?

We have proved so far that the current countermeasure
with gate suppression cannot defeat the detector blinding
attack. However, the paper of Lim et al. [34] claims that
the full version of countermeasure with two non-zero detec-
tion efficiencies is effective against a large class of detector
side-channel attacks including the blinding attack [26]. Even
though this full countermeasure has not been implemented by
ID Quantique, we have tested some properties of the detectors
in Clavis2 to show two possible methods to hack the full
countermeasure, based on certain assumptions about a future
implementation.

Bob could choose randomly between P/2 and P detection
efficiency by changing either gate voltage amplitude Vgate or
high-voltage supply Vbias [34]. Since in Clavis2 hardware Vgate
is fixed (see Section A), we assume an engineer will change
Vbias to achieve different non-zero detection efficiencies. To
achieve half of original detection efficiency, we lower Vbias
manually. When Vbias,0 of D0 drops from −55.26 V to
−54.86 V, the detection efficiency P0 reduces from 22.6% to
12.8%. Similarly, we decrease Vbias,1 of D1 from −54.70 V
to −54.40 V, leading to the detection efficiency P1 reduction
from 18.9% to 9.7%. After that, we test Eve’s controllability
of these two detectors.

First, we blind the detectors and then measure the relation
between the energy of trigger pulse and probability to cause
a click. The position of trigger pulse is fixed in the middle of
gate signal. Figure 7 shows the testing result which indicates
there is a transition range between 0% and 100% click
probability.

From the measurement result, Eve can randomly select
different levels of trigger pulse energy (shown as dotted lines
in Fig. 7) to attack the full version of countermeasure. As we
know, only when Bob chooses the same measurement basis as
Eve, all the energy of trigger pulse arrives targeted detector
and achieves a click. For target D0, if trigger pulse energy
E1 is chosen, D0 always clicks, while at E2, the detector
only clicks if higher Vbias is applied. When E1 and E2 are
chosen randomly with the same probability P0/2, the detection
probability for higher Vbias is P0 and the detection probability
for lower Vbias is only P0/2. Therefore, the attack reproduces
correct detection probabilities as the protocol requires. Simi-
larly, for target D1, Eve can choose E3 to trigger click always
and choose E4 to get a click only if higher Vbias is applies.
This reproduces correct detection probabilities, P1/2 and P1.
At the same time, E1 and E3 remain safely below Eno gate

never,0,1
shown in Fig. 6, so clicks are never produced in the absence
of the gate and alarm is not triggered. This allows Eve to hack
the countermeasure tracelessly.

Second, we test the correlation between time shift of trigger
pulse and click probability of blinded detector. The trigger
pulse energy we use in this test for D1 is slightly lower than

Fig. 7. Click probabilities under blinding attack versus energy of trigger
pulse. Solid curves show the energy of trigger pulse for original Vbias, while
dashed curves for reduced Vbias lowering photon detection efficiency by about
a factor of 2. The blinding power is 0.38 mW and the timing of trigger pulse
is aligned in the middle of the gate by minimizing its energy required to make
a click.

Fig. 8. Click probabilities under blinding attack versus relative time shift of
trigger pulse. Solid curves give the detection probability at the original Vbias,
and dashed curves give the detection probability at lower Vbias. Note that the
latter extends over a relatively narrower time window. The blinding power is
0.38 mW. The energy of trigger pulse for D0 is 0.22 pJ and for D1 is 0.19 pJ.
These energy levels are marked as red × in Fig. 6.

that of D0, but both levels of energy are above Egate
always,0,1

in Fig. 6 marked as red ×. The measurement result is shown
in Fig. 8.

This testing result illustrates another method to attack the
countermeasure: randomly adjusting the time shift of the
trigger pulse. For D0, after fixing the suitable energy level of
trigger pulse, Eve can always trigger a click by choosing time
shift T1, but only trigger a click at higher Vbias by choosing T2.
Similarly, if target detector is D1, the detector always clicks at
T3, but only clicks at higher Vbias at T4. Then, when Eve sends
trigger pulse to control D0, she randomly selects T1 and T2
with equal probability P0/2 to reproduce the correct detection
efficiencies of D0. Eve utilizes the same strategy for D1 to
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achieve correct detection probabilities, P1/2 and P1. In this
way, Eve also hacks Clavis2 system tracelessly.

Generally, a finite set of decoy detection efficiency levels
η1 < η2 < η3 < ... < ηn can be hacked by properly
setting probabilities of different attacking energy levels or
time-shifts. We take energy levels of trigger pulse as an
example. According to the result in Fig. 7, it is reasonable to
extrapolate that we can find n distinct levels of trigger pulse
energy E1 > E2 > E3 > ... > En in this situation. Then
Eve can apply Ek (k = 1, ..., n) with probability qk to satisfy
ηk = ∑k

i=1 qi . This would reproduce every expected value of
ηk and hack the system. We have so far assumed that applying
energy level Ek causes zero click probability for decoy levels
up to ηk−1, and 100% click probability for ηk and above.
However this is not a necessary condition. More generally,
under energy Ek , the click probability for efficiency level ηi
is β

Ek
ηi . To reproduce the expected efficiencies, we need to

satisfy the following set of equations:

q1β
E1
η1

+ q2β
E2
η1

+ ... + qnβ
En
η1

= η1

q1β
E1
η2

+ q2β
E2
η2

+ ... + qnβ
En
η2

= η2

......

q1β
E1
ηn

+ q2β
E2
ηn

+ ... + qnβ
En
ηn

= ηn . (5)

We might solve these equations to get values 0 ≤ qk < 1.
A worse case would be if Eve cannot find values of
all qk , which means she may only have a partial control
of Bob’s ηk . However, it still breaks the assumption in the
security proof [34] that Eve cannot form faked states with click
probability conditional on Bob’s randomly chosen efficiency.
For quantitative analysis, an updated security proof would be
needed first.

From the above testing and analysis of the implementation
that changes Vbias, we can guess that an alternative implemen-
tation that changes Vgate [34] or adds an intensity modulator
in front of the detectors [39], may leave a similar loophole.
If we apply the intensity modulator, the energy of the trigger
pulse arriving at the detector is not constant but depends on
the modulation. However, this case is similar to gate voltage
modulation, as we only consider the total energy from the gate
signal and trigger pulse. Therefore, we will get similar results
as Figs. 7 and 8, but the amount of trigger pulse energy and
time shift might be different.

The reason for this practical loophole is a wrong assumption
made by Lim and his colleagues [34]. They assume Eve cannot
generate faked states that trigger detections with probabil-
ities that are proportional to the original photon detection
efficiency. Here we have proved this is in fact possible.
Therefore, the model of a practical detector should be more
precise in security analysis, if one wishes to close the detector
control loophole without resorting to measurement-device-
independent QKD.

VI. OUR ATTACKS IN A BLACK-BOX SETTING

According to Kerckhoffs’ principle [40], Eve always knows
everything about the algorithms and hardware of Alice’s
and Bob’s boxes, including the precise values of equip-
ment parameters. The classical security community practices

Kerckhoffs’ principle since 1970’s, and widely agrees that this
is a good approach to implementation security [1]. This is
supported by many examples of cryptographic systems that
did not follow this principle and were compromised [41].
The quantum academic community certainly agrees that QKD
should be made secure in this setting, which is necessary for
QKD being unconditionally secure [10]–[15].

However, it is also a practically interesting question if any
proposed attack can be mounted on today’s commercial QKD
systems in a black-box setting, when Eve only has access to
the public communication lines but cannot directly measure
signals and values of analog parameters inside Alice’s and
Bob’s boxes [42]. In this realistic scenario, Eve may purchase
(or acquire by other means) a sample of the system hard-
ware, open it, make internal measurements and rehearse her
attacks on it. Then she has to eavesdrop on her actual target,
an installed system sample in which she has not had physical
access to the boxes. Although the latter sample can be of the
same model and design, it will generally have different values
of internal analog parameters, owing to sample-to-sample
variation in system components. A full implementation of our
attacks in this scenario remains to be tested. In this setting
it will be of utmost importance for Eve to avoid triggering
clicks in the absence of the gate, because this would very
quickly brick the system and risk revealing her attack attempt.
The original blinding attack that applies the trigger after the
gate becomes very sensitive to precise values of thresholds in
the presence of the first version of countermeasure (Fig. 2).
For this reason we think the countermeasure will likely be
triggered by the original attack in the realistic black-box
setting.

Our modified attack that applies the trigger inside the
gate will likely avoid triggering the alarm, because the no-
gate threshold energies are much higher that the energies
required for detector control (Fig. 6). It also tolerates some
fluctuation in experimental parameters for detector control.
For example, when Eve applies 0.38 mW blinding power,
252 fJ trigger pulse energy, and times her trigger pulse at
the middle of the gate, we have verified that the attack still
works perfectly for up to ±21% change in the trigger energy
(see Fig. 6) or up to ±1.3 ns change in the trigger timing.
This makes it robust against reasonably expected fluctuations
and imprecision of the system parameters. In particular, the
timing accuracy required for our attack in much coarser than
the several tens of picoseconds precision Alice and Bob use
in normal operation [43]. The trigger energy setting precision
is similar to the original attack that required ±16% [26].

Eve may need a few attempts to set a correct trigger energy
when attacking a new copy of the system. She can do this
by starting at a low trigger energy and attempting several
increasing values of energy while watching the classical traffic
Alice-Bob for the success or failure of the QKD session she
has attacked [44]. A QKD session that fails because of too
low detection efficiency is a naturally occurring event that is
part of normal system operation, does not raise an alarm and
is recovered from automatically in Clavis2 [43], [45].

A full two-level implementation of the countermeasure may
require Eve to run more attempts, because of a finer degree
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of control required over the trigger pulse energy and timing.
Yet, similarly to the first countermeasure implementation, the
no-gate trigger energy that would raise alarm remains safely
well above the energies required for detector control. The
practicality of attack in the black-box setting is thus difficult
to predict without having the actual industrial implementation
of the full countermeasure, and actually demonstrating the full
attack, which can be a future study.

VII. CONCLUSION

We have tested the first implementation of the counter-
measure against the blinding attack in the commercial QKD
system Clavis2. Our testing result demonstrates that presently
implemented countermeasure is effective against the original
blinding attack but not effective against a modified blinding
attack. The modified attack fully controls Bob’s single-photon
detectors but does not trigger the security alarm. The modified
attack is similar to the original detector blinding attack [26]
with the only difference that the trigger pulses are time-aligned
to coincide with the detector gates, instead of following it.
We argue that this attack should be implementable in practice
against an installed QKD communication line where Eve does
not have physical access to characterising Alice and Bob,
however such full demonstration has not yet been done, to our
knowledge.

We have also tested the full proposed implementation of
countermeasure with two non-zero efficiency levels, and found
its security to be unreliable despite predictions of the theory
proposal [34]. From the current testing results, bright-pulse
triggering probabilities of the blinded detectors depend on
several factors including Vbias, timing and energy of the
trigger pulse (see Section V). This in principle allows Eve
to compromise the full countermeasure implementation.

We have tested the countermeasure implemented with the
gated single-photon detectors (SPDs). The idea of random
detection efficiency can be applied to other types of SPDs
that are also sensitive to the blinding attack: free-running
SPDs [46] and superconducting nanowire SPDs [28]. How-
ever, the countermeasure based on these detectors might still
be hackable. Since the efficiencies of these types of SPDs
depend on the bias voltage or current, varying these bias
signals likely changes other parameters inside the SPD and
its electronics. Therefore, when we randomize the detection
efficiency, other degrees of freedom might be changed as
well. Eve has a chance to exploit these side channels to hack
the countermeasure. Of course, the exact outcome cannot be
known until the countermeasures in different types of detectors
are experimentally tested.

According to our testing result, this countermeasure is not as
reliable as would be expected in a high-security environment
of QKD. Although an ideal industrial countermeasure has
not been achieved, everybody now has a more clear concept
about the detector loopholes. This procedure emphasizes the
necessity of security testing every time practical QKD sys-
tems are developed or updated. We only can reach the final
practical security of any QKD system after several iterations
of implementation development and testing verification. Our
countermeasure testing also illustrates that patching a loophole

Fig. 9. Linear-mode and Geiger-mode APD operation (reprinted from [26]).

is still time-consuming and difficult. However, addressing
practical vulnerabilities at the design stage of a QKD system
is both cheaper and less messy than trying to retrofit patches
on an existing deployed solution. Addressing security at the
design stage should be the goal whenever possible.

APPENDIX A

BACKGROUND

In this section, we recap the operating principle of the
single-photon detector, its implementation in Clavis2, and the
original blinding attack [26]. Most available single-photon
detectors are APDs operating in Geiger mode, in which they
are sensitive to single photons [47]. As shown in Fig. 9,
when the APD is reverse-biased above its breakdown voltage
Vbr, a single photon can cause a large current IAPD. If this
current exceeds the threshold Ith, electronics registers this as
a photon detection (a ‘click’). After that, an external circuit
quenches the avalanche by lowering the bias voltage VAPD
below Vbr, and the APD comes into a linear mode. If the
APD is illuminated by bright light (which does not happen
in normal single-photon operation but can happen during an
eavesdropping attack), IAPD in the linear mode is proportional
to the incident bright optical power Popt. Ith then becomes a
threshold on the incident optical power Pth that makes a click.

From an engineering view, the detector can be analyzed
by its circuit. Figure 10 shows an equivalent circuit diagram
of the two detectors used in Clavis2. When no gate signal
is applied, the APDs are biased slightly below their Vbr
by the negative high-voltage supply Vbias,0 = −55.26 V,
Vbias,1 = −54.70 V.1 To bring the APD into Geiger mode,
an additional 3 V high, 2.8 ns long pulse is applied through
a logic level converter DD1. The anode of the APD is AC-
coupled to a fast comparator DA1. Since the capacitor C1
blocks the DC component, only when the current flowing
through the APD changes, it generates a pulse as the input
of DA1. If the peak voltage of this pulse is greater than the
positive threshold Vth = 70 mV, the comparator produces a
logic output signal indicating a click. Once a click in either
of the two Bob’s detectors is registered, the next 50 gates will
not be applied to both detectors, which constitutes a deadtime
to reduce afterpulsing.

1Using values from the sample of Clavis2 tested in our present study at
the University of Waterloo, which is a different sample than in [26], [31],
and [32].

144



HUANG et al.: TESTING RANDOM-DETECTOR-EFFICIENCY COUNTERMEASURE IN A COMMERCIAL SYSTEM 8000211

Fig. 10. Equivalent detector bias and comparator circuit, as implemented in
Clavis2 (reprinted from [26]).

Fig. 11. Bias voltage of APDs versus c.w. blinding power.

If Eve sends a bright c.w. illumination to the gated detec-
tors, the bright light makes the APD generate a significant
photocurrent that monotonically increases with the optical
power Popt. When we consider effects of this current on
the whole detector circuit (Fig. 10), the most useful one is
a reduction of the voltage across the APD VAPD. Although
the high-voltage supply Vbias stays constant, the photocurrent
causes a significant voltage across R3 = 1 k#, thus VAPD
drops. If we apply enough illumination power, VAPD will be
less than Vbr even inside the gate, and the APD then always
stays in the linear mode. The detector becomes blind to single
photons. In our testing, we measure the voltage at test point
T2 VT2 in Fig. 10 and refer to this voltage as VAPD in the text.
VT2 is close to real VAPD, because R1 + R2 ≪ R3 [precisely,
VAPD = VT2 + (VT2 − Vbias)(R1 + R2)/R3].

After blinding Bob’s detectors, Eve can conduct a faked-
state attack. Eve first intercepts all photons sent by Alice.
Whenever Eve detects a photon, she sends the same state to
Bob via a bright trigger pulse of a certain energy, superim-
posed on her blinding illumination. Only if Bob chooses the
same measurement basis as Eve and applies the gate, one of
Bob’s detectors will click and he will get the same bit value
as Eve. Otherwise, there is no click at Bob’s side. During the
sifting procedure, Alice and Bob keep the bit values when they
have chosen the same basis, and so does Eve. Therefore Eve
has identical bit values with Bob, introduces no extra QBER,
and does not increase the alarm counter. Eve then listens to the

public communication between Alice and Bob and performs
the same error correction and privacy amplification procedures
as them, to obtain an identical copy of their secret key [26].

APPENDIX B

ANALYSIS OF PROCESSES IN THE DETECTOR

For further understanding of the detector behaviour under
successful blinding attack, we attempt to quantitatively model
electrical and thermal processes in it. As we mentioned
previously, the bias voltage decreases when the blinding
power is applied. A measured relationship between VAPD and
continuous blinding power is shown in Fig. 11. Detector 0 is
blinded at Popt > Pblind,0 = 73.4 µW and detector 1 is blinded
at Popt > Pblind,1 = 64.3 µW. Higher blinding illumination
leads to lower bias voltage. This is consistent with the same
measurement done for the original blinding attack [26].

In a detector blinded by c.w. laser illumination, the gain
factor is affected by not only the power of blinding laser, but
also the gate signal. When the APD is blinded and forced
to work in the linear mode, it can be treated as an ordinary
photodiode with a finite internal gain. Photoelectrons and holes
are accelerated by a high electric field and initiate a chain
of impact ionizations that generates secondary electron-hole
pairs. Thus, the APD has an internal multiplication gain factor
M > 1, since one photon can yield many electrons of pho-
tocurrent flowing in the circuit. When VAPD is much lower than
Vbr, M will be close to 1. However, the APD may not have
any significant photosensitivity below so-called punch-through
voltage, below which the electrical field does not extend into
the absorption layer of InGaAs/InP heterostructure [48].

We have done a measurement of small-signal gain G of the
APDs in Clavis2 by measuring their photocurrent response
to a short optical pulse input. The results are shown in
Fig. 12. There is virtually no photosensitivity below the punch-
through voltage of about 31 V. Above that voltage G starts
at ∼ 0.7 A/W (corresponding to ∼ 60% quantum efficiency
assuming M = 1), then rises above 100 A/W closer to Vbr.
The gain values measured at Vbr−2 V are ∼ 7 and ∼ 10 A/W,
which is consistent with values from data sheets of commercial
APDs. From the above measurements, we know that Eve can
vary the amount of blinding power to the detectors to control
the bias voltage and thus the gain factor.

After we blind Bob’s detectors in Clavis2, the gain factor is
greater during the 2.8 ns gate duration, because the gate signal
raises VAPD. Thus the electrical charge generated by the APD
in response to a trigger pulse applied in the gate is greater than
when it’s applied outside the gate. For example, in Fig. 4(c),
the gate pulse alone contributes 1.053 pC extra charge on
top of the current that would be generated without the gate.
When the trigger pulse is applied after the gate [Fig. 4(d)], the
total charge of the two pulses is 1.467 pC; however, when the
trigger pulse is moved into the gate [Fig. 4(e)], the total charge
rises to 1.613 pC. Therefore, a greater gain factor during the
gated time helps the pulse to cross the threshold.

We have attempted to model the increased gain due to
the gate. In our model, we consider a thermal effect and an
internal resistance of the APD. On the one hand, an increased
temperature raises Vbr [49]. Electrical heating (VAPD · IAPD)
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Fig. 12. Gain versus APD bias voltage. Values of gain for bias voltages below
31 V were negligibly low for a practical attack, and below the sensitivity of
our measurement method.

and the absorption of the blinding power result in a heat
dissipation: 61.2 mW for detector 0 and 66.03 mW for
detector 1.2 Then, an estimated 190 K/W thermal resis-
tance [31] between each APD chip and the cold plate converts
the power dissipation into the increased temperature. The
temperature-dependent breakdown voltage increases with the
coefficient of about 0.1 V/K [31]. As a result, Vbr increases
by 1.16 V (1.25 V) for detector 0 (1). Figure 12 shows
the relation between gain factor and the actual VAPD in the
linear mode. When VAPD is close to Vbr, the gain factor
increases rapidly. On the other hand, we suppose the APD
has a passive internal resistance, so the internal bias voltage
across the ideal photodiode is less than the value of VAPD
we test. By measuring the voltage of a stable avalanche pulse
and calculating the current trough the detector circuit when
avalanche happens, we obtain the internal resistance of 330 #
in detector 0 and 275 # in detector 1. Therefore, the real
bias voltage under blinding attack shown in Fig. 4(c–f) is
53.77 V, which corresponds to G = 3 A/W in detector 0
as shown in Fig. 12. When 3 V gate is applied, the bias
voltage becomes 56.77 V which corresponds to G = 13 A/W
in Fig. 12. However, the measured charges in Fig. 4(d) and
(e) illustrate much less gain change: G = 1.3 A/W at 53.77 V
and G = 1.76 A/W at 56.77 V.3 The discrepancy may be
explained by a larger actual thermal resistance between the
APD and the cold plate than we estimate, which should be
verified in future research.

2Under 0.564 mW blinding power, VAPD,0 = 54.14 V, IAPD,0 = 1.12 mA.
Heat dissipation of detector 0: 54.14 V · 1.12 mA + 0.564 mW= 61.2 mW;
VAPD,1 = 53.484 V, IAPD,1 = 1.224 mA, Heat dissipation of detector 1:
53.484 V · 1.224 mA + 0.564 mW = 66.03 mW.

3When we apply a 0.32 pJ trigger pulse after the gate, this single trigger
pulse contributes 0.414 pC charge which is the difference between the total
charges in Fig. 4(c) and (d). G = 0.414 pC/ 0.32 pJ = 1.3 A/W. When
we apply a 0.32 pJ trigger pulse during the gate, this single trigger pulse
contributes 0.56 pC charge which is the difference between the total charges
in Fig. 4(c) and (e). G = 0.56 pC/ 0.32 pJ = 1.76 A/W.
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Decoy-state quantum key distribution (QKD) is a standard technique in current quantum cryptographic
implementations. Unfortunately, existing experiments have two important drawbacks: the state preparation is
assumed to be perfect without errors and the employed security proofs do not fully consider the finite-key effects
for general attacks. These two drawbacks mean that existing experiments are not guaranteed to be proven to be
secure in practice. Here, we perform an experiment that shows secure QKD with imperfect state preparations over
long distances and achieves rigorous finite-key security bounds for decoy-state QKD against coherent attacks in
the universally composable framework. We quantify the source flaws experimentally and demonstrate a QKD
implementation that is tolerant to channel loss despite the source flaws. Our implementation considers more
real-world problems than most previous experiments, and our theory can be applied to general discrete-variable
QKD systems. These features constitute a step towards secure QKD with imperfect devices.
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I. INTRODUCTION

Quantum key distribution (QKD), offering information-
theoretic security in communication, has aroused great interest
among both scientists and engineers [1]. The most important
question in QKD is its security. This fact has finally been
proven based on the laws of quantum mechanics [2,3].
However, for real-life implementations that are mainly based
on attenuated laser pulses, the occasional production of
multiphotons and channel loss make QKD vulnerable to
various subtle attacks [4]. Fortunately, the decoy-state method
[5] has solved this security issue and dramatically improved the
performance of QKD with faint lasers. Several experimental
groups have demonstrated that decoy-state BB84 is secure and
feasible under real-world conditions [6–12]. As a result, the
decoy-state method has become a standard technique in many
current QKD implementations [13].

Until now, however, decoy-state QKD experiments [6–13]
have had two important drawbacks. The first one is that in the
key rate formula of all existing experiments, it is commonly
assumed that the phase and polarization encoding is done
perfectly without errors. Thus the state preparation is assumed
to be basis independent. That is, the density matrices for the
two conjugate bases are assumed to be the same. This is a
highly unrealistic assumption and may mean that the key
generation is actually not proven to be secure in previous QKD
experiments [6–13].

What if we use a key rate formula that takes imper-
fect encodings into account? The standard Gottesman-Lo-

*Present address: Research Laboratory of Electronics,
Massachusetts Institute of Technology, 77 Massachusetts Avenue,
Cambridge, MA 02139, USA; feihu.xu@utoronto.ca

Lütkenhaus-Preskill (GLLP) security proof [3] (see also [14])
does allow one to do so. Unfortunately, GLLP formalism is
very conservative in assuming that the dimensionality of the
prepared states is unbounded. Then the eavesdropper (Eve)
could perform an unambiguous-state-discrimination (USD)
attack [15]. Consequently, the secret key rate will be reduced
substantially (e.g., a commercial system is secure below 10-km
fiber only). We remark that source flaws are a serious concern,
not only in decoy-state BB84 but also in other quantum
information processing protocols [16,17].

To address the source flaw problem, Tamaki et al. put
forward a theoretical proposal—the loss-tolerant protocol
[18]—that outperforms GLLP analysis significantly. The loss-
tolerant protocol considers a realistic situation where the
dimension of the prepared states is bounded to two (which
we call a qubit assumption). Then it is impossible for Eve to
perform the USD attack. Eve’s information can be bounded
from the rejected-data analysis (i.e., using the basis-mismatch
events to bound the phase error rate) proposed in [19].
Nevertheless, Ref. [18] is only valid in the asymptotic limit
with unlimited resources. The practicality of the loss-tolerant
protocol remains unknown.

Recently, though an elegant proposal has implied that
Eve’s information can be bounded without monitoring signal
disturbance [20], source flaw was still not considered in the
theory and experiment [21]. Therefore, all previous QKD
experiments ignore the source flow problem, and all papers
addressing this problem are theoretical. For these reasons, until
now, the feasibility of long-distance QKD implementations
with imperfect encodings has remained undemonstrated.

The second drawback in previous experiments [6–13]
is that the finite-key security claims were made with the
assumption that Eve was restricted to particular types of attacks

1050-2947/2015/92(3)/032305(11) 032305-1 ©2015 American Physical Society
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(e.g., collective attacks). Unfortunately, such assumptions
cannot be guaranteed in practice. Very recently, based on the
frameworks proposed in [22,23], Hayashi et al. and Lim et al.
independently provide, for the first time, tight and rigorous
security bounds against general quantum attacks (i.e., coherent
attacks) for decoy-state QKD [24,25]. Nonetheless, a QKD
experiment that implements such an advanced theory has yet
to be completed.

In this work, we present experimental realization of the
loss-tolerant protocol [18] and the finite-key analysis [24].
By modifying a commercial plug&play QKD system, we
experimentally show that with imperfect source encodings,
it is still able to perform secure QKD over long distances. In
particular, with our security analysis, we successfully generate
secure keys over different channel lengths, up to 50-km
telecom fibers. In contrast, not even a single bit of secure key
can be extracted with GLLP security proof. We note in passing
that our experiment requires only three encoding states. Thus it
can simplify conventional BB84 implementations.1 Moreover,
we study how to apply the finite-key analysis of [24,25] in
real implementations. We generate secure keys that can be
secure against coherent attacks in the universally composable
framework [26]. Our implementation, security analysis, and
parameter estimation procedure can be applied to general
discrete-variable QKD systems. Our results break ground for
future QKD experiments with imperfect sources.

The rest of this paper is organized as follows. We introduce
the protocol in Sec. II. In Sec. III, we present the security
analysis. In Sec. IV, we present the decoy-state analysis
for parameter estimation. In Sec. V, we verify the qubit
assumption. In Sec. VI, we present our experimental setup
and experimental results. Finally, we conclude this paper in
Sec. VII.

II. PROTOCOL

The loss-tolerant protocol is a general method that works
not only for the standard BB84 protocol, but even for the
three-state protocol [27] where there is a strong asymmetry
between the two bases. The three-state QKD runs almost the
same as BB84, except that (i) Alice sends Bob only three pure
states {|0z⟩, |0x⟩, |1z⟩}, where |ij ⟩ (i ∈ {0,1} and j ∈ {Z, X})
denotes the state associated with bit “i” in j basis, and (ii) the
rejected data (i.e., the detection events when Alice and Bob
use different basis) are used for the estimation of the phase
error rate [19].

Here we focus on the three-state protocol and consider an
asymmetric coding, where the secret key is extracted only from
the events whereby Alice and Bob both choose the Z basis. To
implement the loss-tolerant protocol, we extend it to a general
practical setting with finite keys and finite decoy states. The
concrete description of the different steps of our protocol is
presented below.

a. Transmission. Alice chooses a bit value uniformly at
random, selects a basis choice λ ∈ {Z,X} with probabilities

1For those free-space systems based on four laser diodes, one could
simply keep one laser just as backup in case a certain laser fails,
without any decrease in performance.

Pλ ∈ {Pz,Px}, and an intensity choice k ∈ {µ,ν,ω} ({signal,
decoy, vacuum}) with probabilities Pk ∈ {Pµ,Pν,Pω}. Finally,
she prepares a phase-randomized weak coherent pulse, chosen
from three states {|0z⟩, |0x⟩, |1z⟩}, where |iλ⟩ denotes the state
associated with bit “i” in λ basis, and sends it to Bob via the
quantum channel.

b. Detection. Bob chooses a basis from {Z,X} with proba-
bilities {Pz,Px} and measures the pulses. Then he records the
detection or nondetection, his basis choice, and the measured
bit value. (For double clicks, he assigns a random bit value.)

c. Basis reconciliation. Alice and Bob announce their
basis and intensity choices over an authenticated public
channel. Then they decide the number of the detected pulses
(gain counts) nλ,k , when both Alice and Bob use basis λ for
intensity k.

d. Parameter estimation. First, Alice and Bob announce
the bit information for all the pulses that are detected in X
by Bob. Second, they compute: (i) the number of error pulses
nex,k where both Alice and Bob use X and they obtain the
disagreement bit values; (ii) the number of basis-mismatch
pulses nix|jz,k where Bob detects the pulse in X and obtains the
bit value i, given that Alice prepares bit j in Z basis. Third,
according to the formulas shown in Table I, they calculate sL

x,0,
sL

x,1, and eU
x,1, which are the lower bound of vacuum events, the

lower bound of single-photon events, and the upper bound of
the phase error rate, associated with the single-photon events
in Z basis, respectively.

e. Error correction and verification. Alice and Bob reveal
leakEC = nz,µfeh(ez,µ) bit of information to perform an error
correction step that can correct errors for the expected quantum
bit error rate (QBER) ez. (fe is the error correction inefficiency
function that is chosen as 1.16 in this paper.) To ensure that
they share a pair of identical keys with εcor correct [23], they
perform an error-verification step using two universal hash
functions that publish ⌈log2 1/εcor⌉ bits of information [28].

f. Privacy amplification. Using the results from steps d and
e, Alice and Bob estimate the sacrificed bit length SPA [see
Eq. (1)] [24,25] and apply a universal hash function to their
corrected strings to produce the final secret key of length ℓ
[see Eq. (2)].

III. SECURITY ANALYSIS

We first define the security criteria that we are using
[29]. For some small errors, εcor,εsec > 0, we say that our
protocol is εcor + εsec-secure if it is εcor-correct and εsec-
secret. The former is satisfied if the secret keys are identical
except with a small probability εcor. The latter is satisfied
if ∥ρAE − UA ⊗ ρE∥1/2 ! εsec, where ρAE is the classical-
quantum state describing the joint state of SA and E, and UA is
the uniform mixture of all possible values of SA. Importantly,
this secrecy criterion guarantees that the protocol is universally
composable: the pair of secret keys can be safely used in any
cryptographic task [29].

The secrecy analysis is based on the framework of [23],
which was extended to the case with decoy states [24]. We
use the entropic uncertainty relations to establish bounds on
the smooth min-entropy of the raw key conditioned on Eve’s
information. Conditional on passing the checks in the error-
verification step, the sacrificed bit length SPA [25] in privacy
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TABLE I. Concrete descriptions and formulas for the parameter estimation.

Definitions:
λ: basis choice, λ ∈ {Z,X}.
k: intensity choice, k ∈ {µ,ν,ω} ({signal,decoy,vacuum}).
Pλ: probability choice for basis λ, Pλ ∈ {Pz,(1 − Pz)}.
Pk: probability choice for intensity k, Pk ∈ {Pµ,Pν,Pω}.
δl : phase modulation errors for l ∈ {1,2,3}, see Eq. (6).

Measured quantities:
nλ,k: the number of the detected pulses–both Alice and Bob use basis λ for intensity k.
nex,k: the number of error pulses–both Alice and Bob use X for intensity k and they obtain the disagreement bit values.
nix|jz,k: the number of basis-mismatch pulses–Bob detects the pulse in X and obtains the bit value i, given that Alice prepares bit j in Z for
intensity setting k (i,j ∈ {0,1}).

Statistical fluctuations:
(: statistics [31], ((nz,ε1) =

√
nz/2 ln(1/ε1).

nU
z,k: the upper bound of nz,k , nU

z,k = nz,k + ((nz,k,ε1).
nL

z,k: the lower bound of nz,k , nL
z,k = nz,k − ((nz,,ε1).

τn: n-photon-state probability, τn =
∑

k∈{µ,ν,ω} Pke
−kkn/n!.

Decoy-estimation results:
sL
z,0: the lower bound of vacuum events–Eq. (4).

sL
z,1: the lower bound of single-photon events–Eq. (5).

eU
x,1: the upper bound of the phase error rate–Eq. (7).

amplification (PA) is given by [24]

SPA = nz,µ − sL
z,0 − sL

z,1

[
q − h

(
eU
x,1

)]
+ 6 log2

26
εsec

, (1)

where h(x) is the binary entropy function, q is the maximum
fidelity for states prepared in the Z and X basis, which
characterizes the quality of the source [23], and εsec is the
secret level that can be guaranteed by PA (i.e., εsec-secret
[26]). {sL

z,0, sL
z,1, eU

x,1} can be calculated from the measured
quantities of {nz,k , nex,k , nix|jz,k}, and the concrete formulas
for such calculations are summarized in Sec. IV.

Finally, the εsec-secret key length in the Z basis is given by

ℓ " sL
z,0 + sL

z,1

[
q − h

(
eU

x,1

)]
− leakEC

− 6 log2
26
εsec

− log2
2

εcor
, (2)

with an overall security level εtot = εsec + εcor. Here, following
the analysis in Appendix B of [24], the secret level is given by

εsec = 2[α2 + α3] + ν + 21ε1. (3)

To get the secret level given in Eq. (2), we set each error term
to a common value ε; thus εsec = 26ε.

With ℓ, the secret key rate (per optical pulse) is given by
RL = ℓ/N with N denoting the total number of signals (optical
pulses) sent by Alice.

IV. PARAMETER ESTIMATION

Our decoy-state analysis for parameter estimation builds on
[24]. Our contribution is estimating the phase error rate eU

x,1

by incorporating source flaws. In decoy-state BB84, eU
x,1 is

estimated from the counts in X basis [24]. In the loss-tolerant
protocol [18], however, eU

x,1 is estimated from the rejected
counts, i.e., considering the detection events associated with
single photons when Alice and Bob use different bases.
Moveover, our estimation focuses directly on the detection

counts announced by Bob, which is different from previous
analysis that is based on detection probabilities [5,30]. The
results are summarized in Table I.

A. Lower bounds of vacuum counts and single-photon counts

In the original decoy-state method [5,30], Alice first
randomly chooses an intensity setting (signal state or decoy
state) to modulate each laser pulse and then she announces
her intensity choices after Bob’s detections. One can imagine
a virtual but equivalent protocol: Alice has the ability to first
send n-photon states and then she decides only on the choice
of intensity after Bob has a detection. Let sz,n be the number
of detection counts observed by Bob given that Alice sends
n-photon states in Z basis. Note that

∑∞
n=0 sz,n = nz is the

total number of detections (gain counts). In the asymptotic
limit with two decoy states, we have

n̂z,k =
∞∑

n=0

Pk|nsz,n, ∀k ∈ {µ,ν,ω},

where Pk|n is the conditional probability of choosing the
intensity k given that Alice prepares an n-photon state.
For finite-data size, from Hoeffding’s inequality [31], the
experimental measurement nz,k satisfies

|n̂z,k − nz,k| ! ((nz,ε1),

with probability at least 1 − 2ε1, where ((nz,ε1) =√
nz/2 ln(1/ε1) and n̂z,k is the expected value of nz,k . Note

that our analysis considers the most general type of attack—a
joint attack—consistent with quantum memories. The above
equation allows us to establish a relation between the asymp-
totic values and the observed statistics. Specifically,

n̂z,k ! nz,k + ((nz,ε1) = nU
z,k,

n̂z,k " nz,k − ((nz,ε1) = nL
z,k,
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are respectively the upper and lower bound of the gain counts
nz,k for a given intensity setting k ∈ {µ,ν,ω}.

An analytical lower bound on sz,0 can be established
by exploiting the structure of the conditional probabilities
Pk|n based on Bayes’ rule: Pk|n = Pk

τn

e−kkn

n! , where τn =∑
k∈{µ,ν,ω} Pke

−kkn/n! is the probability that Alice prepares
an n-photon state. Based on an estimation method in [30], we
have

sL
z,0 = τ0

(ν − ω)

(
νeωnL

z,ω

Pω

−
ωeνnU

z,ν

Pν

)

, (4)

sL
z,1 = µτ1

µ(ν − ω) − (ν2 − ω2)

[
eνnU

z,ν

Pν

−
eωnL

z,ω

Pω

+ ν2 − ω2

µ2

(
sL
z,0

τ0
−

eµnU
z,µ

Pµ

)]

. (5)

B. Upper bound of phase error rate

In the asymptotic case, we follow [18] to estimate the phase
error rate. The details are shown in Appendix A. Here we
extend [18] to the finite-key case.

We focus on phase encoding BB84 and assume {δ1, δ2, δ3}
to be Alice’s phase modulation errors for {π/2, π , 3π/2}; thus

the four BB84 imperfect states sent by Alice are given by
∣∣φ0z

〉
= |0z⟩,

∣∣φ1z

〉
= sin δ2|0z⟩ + cos δ2|1z⟩,

∣∣φ0x

〉
= cos δ1|0x⟩ + sin δ1|1x⟩,

∣∣φ1x

〉
= sin δ3|0x⟩ + cos δ3|1x⟩.

(6)

After considering the finite-data analysis, eU
x,1 is given by

eU
x,1 =

svir,U
0x |1x ,1 + svir,U

1x |0x ,1

svir,L
0x |0x ,1 + svir,L

0x |1x ,1 + svir,L
1x |0x ,1 + svir,L

1x |1x ,1

. (7)

Here

[
Pzs

vir,U
0x |jx ,1

Pzs
vir,U
1x |jx ,1

]

= B × A−1

⎡

⎢⎢⎣

2Pxs
U
jx |0z,1

2Pxs
U
jx |1z,1

Pzs
U
jx |0x ,1

⎤

⎥⎥⎦, (8)

[
Pzs

vir,L
0x |jx ,1

Pzs
vir,L
1x |jx ,1

]

= B × A−1

⎡

⎢⎢⎣

2Pxs
L
jx |0z,1

2Pxs
L
jx |1z,1

Pzs
L
jx |0x ,1

⎤

⎥⎥⎦, (9)

where Pz and Px are the probabilities that Alice and Bob
choose the Z and X basis, j ∈ {0,1}, and A and B are given by

A =

⎡

⎢⎣
1 1 0
1 − cos(2δ2) sin(2δ2)
1 sin(2δ1) cos(2δ1)

⎤

⎥⎦, B = 1
12

[
(1+ sin δ2) sin δ2(1+ sin δ2) cos δ2(1+ sin δ2)
(1− sin δ2) − sin δ2(1 − sin δ2) − cos δ2(1− sin δ2)

]
. (10)

sU
jx |iz,1 (sL

jx |iz,1) denotes the upper (lower) bound of single-
photon events when Bob has detections associated with bit
“j” in the X basis, given that Alice sends a state of iz with
i ∈ {0,1}.

sL
jx |iz,1 and sL

jx |0x ,1 can be estimated equivalently by plugging
{nL

jx |iz,k , nU
jx |iz,k} and {nL

jx |0x ,k
, nU

jx |0x ,k
} into Eqs. (4) and (5).

sU
jx |iz,1 and sU

jx |0x ,1 can be estimated by

sU
jx |iz,1 = τ1

nU
jx |iz,ν − nL

jx |iz,ω

ν − ω
,

(11)

sU
jx |0x ,1 = τ1

nU
jx |0x ,ν

− nL
jx |0x ,ω

ν − ω
.

V. VERIFYING QUBIT ASSUMPTION

The qubit assumption is normally required in the security
proofs [1,2] to simplify the analysis. With the qubit assump-
tion, using large deviation techniques (e.g., quantum de Finetti
theorem), one can show that Eve can effectively apply only
the same superoperator on each transmitted qubit. This greatly
simplifies the security proofs. In practice, however, no previous
works have verified this assumption in practice. Note that a
specific attack to exploit the higher dimensionality of state
preparation has been proposed in [32]. Here we perform a com-
prehensive analysis to theoretically verify the qubit assumption
(with high accuracy) in a practical QKD system, even with
device imperfections. These results are shown in Appendix D.

VI. EXPERIMENT

We implement the protocol, presented in Sec. II, with a
modified commercial ID-500 plug&play QKD system, manu-
factured by ID Quantique (see Fig. 1) [33,34]. Nonetheless, we
remark that our methods of parameter optimizations, finite-key
analysis, the quantification of phase modulation errors, and the
implementation can also be applied to standard QKD systems.
Here, we use the plug&play QKD system simply as an example
to illustrate our general methods.

A. Setup

The initial plug&play system employs the phase-coding
QKD scheme and it works as follows (see Fig. 1) [34]. Bob
first sends two laser pulses (i.e., signal and reference pulse)
to Alice. Alice uses the reference pulse as a synchronization
signal (detected by her classical photodetector) to activate her
phase modulator (PM). Then Alice modulates the phase of the
signal pulse only, attenuates the two pulses to single-photon
level, and sends them back to Bob. Bob randomly chooses his
measurement basis by modulating the phase of the returning
reference pulse and detects the interference signals with his
two single-photon detectors (SPDs).

Our modifications on top of ID-500 are as follows. To
implement the decoy-state protocol, we add two acousto-
optic modulators (AOMs, Brimrose) to achieve polarization-
insensitive intensity modulation. AOM1—driven by a wave-
form with random pattern generated from a function generator
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BobSPD1

SPD2

Laser C
BS

PMB

PBS Channel

PMA
VOA

CD

FM
Alice

BS DL
AOM1AOM2

FG2 FG1

FG3

FIG. 1. (Color online) Experimental setup. SPD1/SPD2, single-photon detector; C, circulator; PMA/PMB , phase modulator; BS, beam
splitter; PBS, polarization beam splitter; CD, classical photodetector; VOA, variable optical attenuator; AOM1/AOM2, acousto-optic modulator;
FG, function generator; DL, delay line; FM, Faraday mirror. PMA randomly selects a phase from {0,π/2, π} for the three-state modulations.
AOM1 randomly modulates the intensity of each pulse to be either signal-state level or decoy-state level, while AOM2 compensates the phase
shift due to AOM1.

(FG1, Agilent 88250A)—is used for the decoy modulation,
while AOM2—driven by a fixed waveform generated from
FG2—is used to compensate the phase shift caused by the
frequency shift of the AOM [6]. To implement the three-state
protocol, we adopt another FG, i.e., FG3 in Fig. 1, to control
Alice’s PM. FG1 and FG3 are loaded with random numbers
generated from a quantum random number generator [35]. We
have measured the system parameters as shown in Table II.

B. Quantifying modulation error

We quantify the modulation error δθ in the source through
calibrating Alice’s PM, a LiNbO3 waveguide-based electro-
optical modulator, on two plug&play QKD systems—ID 500
and Clavis2 [34]. δθ is defined as the difference between the
actual phase and the expected phase θ ∈ {0,π/2, π 3π/2}.
We find that in ID-500, the voltages {0, 0.30Vm, 0.62Vm,
0.92Vm} modulate the expected phases {0, π/2, π , 3π/2},
where Vm ≈ 3.67 V is a maximal value allowed on Alice’s
PM. The calibration process is as follows. Alice is directly

connected to Bob with a short fiber (about 1 m), Alice scans
the voltages applied to her PM, Bob sets his own PM at a
fixed unmodulated phase {0}, and then records the detection
counts of his two SPDs. These counts are denoted by D1,θ and
D2,θ . The detection counts on ID-500 and Clavis2 are shown
in Table III.

In ID-500, to quantify δθ , we first determine the detector
efficiencies (ηd1, ηd2) and the dark count rates (Y0,d1, Y0,d2) for
Bob’s two SPDs and find that ηd1 = 5.05% and ηd2 = 4.99%
and Y0,d1 ≈ Y0,d2 = 4.01×10−5. In Table III, D1,0 quantifies
the amount of global misalignment between Alice and Bob
(i.e., the summation of the dark counts and the imperfect
visibility). This global misalignment can increase QBER, but
it is irrelevant to bound Eve’s information in the loss-tolerant
protocol [18]. Only the relative orientation between the three
states prepared by Alice quantifies the source flaws that can
be potentially exploited by Eve. Hence, we subtract D1,0 in
the quantification of δθ . In our analysis of the statistics, we
use Hoeffding’s inequality [31] to guarantee the definition of
composable security. The upper bound of δθ is then given by

δθ ! δ̄θ =
∣∣∣∣∣θ − 2 arctan

(√
[(D1,θ + ((D1,θ ,ε)] − [D1,0 − ((D1,0,ε)]/ηd1

[(D2,θ − ((D2,θ ,ε)] − [D1,0 + ((D1,0,ε)]/ηd2

)∣∣∣∣∣, (12)

where ((Di,θ ,ε)=
√

Di,θ/2 ln(1/ε) (with i ∈ {0,1}) [31]. In
general, if Y0,d1 ̸= Y0,d2 in a practical system, in Eq. (12), we
can use Di,θ to subtract the dark counts of detector di . Here, we
choose a failure probability ε = 10−10 (i.e., a confidence level
1 − 2×10−10). The upper bounds of δθ are shown in Table III.
From this table, the error δ in ID-500 is upper bounded by the
case of δπ , i.e., δ ! δ̄π = 0.134.

TABLE II. Parameters measured in an ID-500 commercial QKD
system, including laser wavelength λ, optical misalignment error ed

(the probability that a photon hits the erroneous detector), Bob’s
overall quantum efficiency ηBob, dark count rate per pulse Y0 for each
detector, and system repetition rate f .

λ ed ηBob Y0 f

1551.71 nm 2.35% 5.05% 4.01×10−5 5 MHz

Using the same method for Clavis2, we find that δ is
upper bounded by δ ! δ̄π = 0.145. Notice that δ can also be

TABLE III. Raw counts and modulation errors for Alice’s phase
modulator in ID-500 and Clavis2 commercial plug&play systems.
D1,θ (D2,θ ) represents the detections counts of SPD1 (SPD2). δ̄θ ,
given by Eq. (12), is the upper bound of modulation error for a given
phase θ .

System θ D1,θ D2,θ δ̄θ

ID-500 0 630 867678 –
π/2 456735 444336 0.013
π 856245 4744 0.134

3π/2 464160 436962 0.030
Clavis2 0 727 1075320 –

π/2 546724 527735 0.023
π 1111574 6990 0.145

3π/2 566813 531417 0.037
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FIG. 2. (Color online) Practical key rates with parameters of
Table II, N = 5×1010 and εtot = 10−10. The main figure is for
our analysis, while the inset figure is for the decoy-state BB84 with
the GLLP security analysis. With GLLP, the maximal distance for
our ID-500 system is about 9 km (green dashed-dotted curve in the
inserted figure). In contrast, our analysis can substantially outperform
GLLP in that the ID-500 system can be made secure over 60 km and
the secure key rate is almost the same as the case without considering
source flaws (i.e., assuming δ = 0).

estimated using the interference visibility or the extinction
ratio of the PM [36]. In a system with an advanced phase-
stabilized interferometer [37], the value of δ ! 0.062 corre-
sponds to about 99.9% visibility or a 30-dB extinction ratio.

C. Numerical evaluation

With δθ and the parameters in Table II, Fig. 2 shows
the simulation results, where we choose the total number of
pulses N = 5×1010 and the security level εtot = 10−10. We
use the model proposed in [30] to simulate the virtual data.
For comparison, this figure also includes the key rate for the
decoy-state BB84 based on the GLLP security analysis (see
Appendix B for the model). The power of our security analysis
is explicitly shown by the fact that GLLP delivers a key rate
that decreases rapidly when δ increases. The maximal tolerant
distance is about 9 km for our QKD system. Our security
analysis, however, can substantially outperform GLLP. Our
QKD setup can be made secure over 60 km, and the secure key
rate is almost the same as the case without source flaws. Using
simulation, we also determine the implementation parameters
to achieve the optimal system performance. The optimized
parameters are shown in Table IV.
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FIG. 3. (Color online) Experimental secret key rates (blue circle)
and QBERs (green dot) over fiber lengths of 5, 20, and 50 km.

D. Experimental results

In our demonstration, we implement the loss-tolerant
protocol in the finite-key regime over standard fiber lengths
(L) of 5, 20, and 50 km. In the 5- and 20-km experiments,
we performed a real decoy-state QKD implementation with
optimized parameters. We use FG1 to randomly modulate the
signal and decoy states and use FG3 to randomly modulate
the three states of {|0z⟩, |0x⟩, |1z⟩}. In the 50-km experiment,
we removed the two AOMs due to their high loss (over
3 dB each) and used the variable optical attenuator (VOA) in
Alice to modulate the decoy intensities for a proof-of-concept
decoy-state modulation.

Our measurement and postprocessing are different from
previous experiments in that we directly measure the detection
counts instead of the so-called gains (i.e., probabilities) [6–12],
and we also record the basis-mismatch counts. In the 5-km
and 20-km experiments, we chose to operate the system for a
few hours and collected about 75 sets of data, with each set
of about 104.5 million pulses, which corresponds to a total
number of pulses N = 7.84×109. In the 50-km experiment,
we collected about 500 sets of data and sent a total number of
N = 5.23×1010 pulses. The details of the experimental counts
are shown in Appendix C.

In our analysis of experimental data, we consider a security
level εtot = 10−10. With δθ , we find that q = 0.79. By plugging
the experimental counts into the decoy-state estimations and
using Eq. (2), we obtain the experimental results listed in
Table IV and Fig. 3. The system’s QBER is below 3%. Based
on the loss-tolerant analysis, a secure key rate (per optical

TABLE IV. Implementation parameters and experimental results. N is the total number of pulses sent by Alice. Pµ, Pν are the probabilities
to choose different intensities. Pz is the probability to choose the Z basis. ω equals about 0.001 for 5- and 50-km experiments, and it equals
about 0.003 for 20-km experiment. The estimation results are obtained by plugging the experimental counts into the decoy-state estimation
equations (see Table I). The key rate is obtained from Eq. (2).

Channel Parameters Estimation Performance

L (km) Attn (dB) N µ ν Pµ Pν Pz sL
z,0 sL

z,1 eU
x,1 ez,µ l RL

5 1.4 7.84×109 0.41 0.05 0.64 0.27 0.70 7.40×104 3.02×107 6.28% 2.67% 1.06×107 1.40×10−3

20 4.5 7.84×109 0.37 0.06 0.40 0.50 0.60 6.15×104 6.58×106 8.67% 2.74% 8.07×105 1.03×10−4

50 10.5 5.23×1010 0.55 0.06 0.74 0.18 0.50 3.36×105 1.33×107 8.46% 2.98% 1.07×106 2.14×10−5
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pulse) of 1.40×10−3 was generated at 5 km, while at 50 km it
was 2.14×10−5. Given the 5-MHz repetition rate, the key rates
per second are 7 kbps and 107 bps, respectively. Over 1 kbit
of unconditionally secure keys are exchanged between Alice
and Bob. The security of these keys considers source flaws
and satisfies the composable security definition, and it can
withstand general attacks by Eve. With a state-of-the-art high-
speed QKD system working at a gigahertz repetition rate, our
loss-tolerant analysis can easily enable a key rate of megabits
per second.

As a comparison to previous security analysis (e.g., GLLP
[3]) with the source flaw δ = 0.134, no matter how many decoy
states we choose or how large the data size we use, the key
generation rate will hit zero at only about 10 km. That is, at
20 and 50 km, using previous GLLP security proof, not even
a single bit could be shared between Alice and Bob with guar-
anteed security. This means that if considering source flaws
in previous long-distance decoy-state experiments [6–13],
the key generation might not be proven to be secure. In contrast,
our analysis can easily achieve a high secure key generation
rate over long distances, even in the presence of source flaws.

VII. CONCLUSION

We have demonstrated decoy-state QKD with imperfect
state preparations and employed tight finite-key security

bounds with composable security against coherent attacks.
Our experiment demonstrates that the perfect state-preparation
assumption can be removed, and it is still able to perform
QKD over long distances. In our paper, we ignore certain
imperfections in the source such as the intensity fluctuations
of signal and decoy states, which have a small effect and can
be taken care of using previous results [25]. Moreover, it will
be interesting to consider the source flaw problem in the new
protocol of [20]. Future research can also combine our results
with measurement-device-independent QKD [16] to remove
the security loopholes, both in the source and in the detectors.

Note added in proof. Recently, we noticed a paper which
addresses the finite-key effect of the loss-tolerant protocol [38].
In contrast to our present manuscript, that paper is strictly
theoretical.
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APPENDIX A: PHASE ERROR RATE IN THE ASYMPTOTIC CASE

We follow [18] to estimate the phase error rate. To make our paper self-contained, we present the main results from [18] in
this section. For simplicity, we consider three pure states, described in Eq. (6). The density matrices for the three states |φ0z

⟩,
|φ1z

⟩, |φ0x
⟩ are as follows:

ρ0z
=

∣∣φ0z

〉〈
φ0z

∣∣ = (I + σz)/2, (A1)

ρ1z
=

∣∣φ1z

〉〈
φ1z

∣∣ =
[

sin2 δ2 sin δ2 cos δ2
sin δ2 cos δ2 cos2 δ2

]
= 1

2
I − 1

2
cos(2δ2)σz + 1

2
sin(2δ2)σx, (A2)

ρ0x
=

∣∣φ0x

〉〈
φ0x

∣∣ = 1
2

[
1 + sin(2δ1) cos(2δ1)

cos(2δ1) 1 − sin(2δ1)

]
= 1

2
I + 1

2
sin(2δ1)σz + 1

2
cos(2δ1)σx. (A3)

Here σx,y,z denote Pauli matrices and I is the identity matrix. The equivalent entanglement states between Alice and Bob are [18]

|0z⟩ =
(
|0z⟩

∣∣φ0z

〉
+ |1z⟩

∣∣φ1z

〉)/√
2 |0x⟩ = |0x⟩

∣∣φ0x

〉
. (A4)

Let Y ω
sβ ,jα

with ω ∈ {Z,X} and s,j ∈ {0,1} denote the joint probability that Alice (Bob) obtains a bit value j (s) conditional on
the state preparation of |0ω⟩ and her (his) basis choice α (β); then the joint probabilities for different states are [18]

Y z
sx,0z

= 2
6 Tr

[
Dsxσ

z
B,0z

]
= 1

6 Tr
[
Dsxρ0z

]
= (qsx |I + qsx |z)/6, (A5)

where σ z
B,0z

= TrA[|0z⟩⟨0z| ⊗ I |0z⟩⟨0z|] = 1
2 |φ0z

⟩⟨φ0z
|, and qsx |(I,x,z) = Tr[Dsx

σI,x,z]/2;

Y z
sx,1z

= 2
6 Tr

[
Dsxσ

z
B,1z

]
= 1

6 Tr[Dsxρ1z
] = [qsx |I − cos(2δ2)qsx |z + sin(2δ2)qsx |x]/6, (A6)

where σ z
B,1z

= TrA[|1z⟩⟨1z| ⊗ I |0z⟩⟨0z|] = 1
2 |φ1z

⟩⟨φ1z
|;

Y x
sx,0x

= 1
6 Tr

[
Dsxσ

x
B,0x

]
= 1

6 Tr
[
Dsxρ0x

]
=

[
qsx |I + sin(2δ1)qsx |z + cos(2δ1)qsx |x

]/
6, (A7)

where σ x
B,0x

= TrA[|0x⟩⟨0x | ⊗ I |0x⟩⟨0x |] = 1
2 |φ0x

⟩⟨φ0x
|.
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Equations (A5)–(A7) can be rewritten as
⎡

⎢⎣
Y z

sx ,0z

Y z
sx ,1z

Y x
sx ,0x

⎤

⎥⎦ = 1
6

⎡

⎢⎣
Y z

sx |0z

Y z
sx |1z

Y x
sx |0x

⎤

⎥⎦ = 1
6

⎡

⎢⎣
1 1 0
1 − cos(2δ2) sin(2δ2)
1 sin(2δ1) cos(2δ1)

⎤

⎥⎦

⎡

⎢⎣
qsx |I

qsx |z

qsx |x

⎤

⎥⎦ ≡ 1
6
A

⎡

⎢⎣
qsx |I

qsx |z

qsx |x

⎤

⎥⎦. (A8)

Here Y z
sx |0z

denotes the conditional probability that Bob obtains bit s in basis x given that Alice sends 0z. The same definition is
applied to Y z

sx |1z
and Y x

sx |0x
. Note that all these quantities can be measured directly in experiment.

To estimate the phase error rate, we consider a virtual protocol: Alice first prepares |0z⟩ and then both Alice and Bob measure
systems A and B in the X basis [18]. The joint probabilities of the virtual states Y z,vir

sx ,jx
are

Y z,vir
sx ,0x

= 1
12 Tr

[
Dsx

σ z,vir
B,0x

]
= 1

3

[
(1 + sin δ2)qsx |I + sin δ2(1 + sin δ2)qsx |x + cos δ2(1 + sin δ2)qsx |x

]
,

Y z,vir
sx ,1x

= 1
12 Tr

[
Dsx

σ z,vir
B,1x

]
= 1

3

[
(1 − sin δ2)qsx |I − sin δ2(1 − sin δ2)qsx |x − cos δ2(1 − sin δ2)qsx |x

]
.

(A9)

Equation (A9) can then be rewritten as
[
Y z,vir

sx ,0x

Y z,vir
sx ,1x

]

= 1
12

[
(1 + sin δ2) sin δ2(1 + sin δ2) cos δ2(1 + sin δ2)
(1 − sin δ2) − sin δ2(1 − sin δ2) − cos δ2(1 − sin δ2)

]⎡

⎣
qsx |I
qsx |z
qsx |x

⎤

⎦ ≡ B

⎡

⎣
qsx |I
qsx |z
qsx |x

⎤

⎦. (A10)

Combining it with Eq. (A8), we can obtain the rate of virtual states based on experimental results, which is

[
Y z,vir

sx ,0x

Y z,vir
sx ,1x

]

= B × A−1

⎡

⎢⎣
Y z

sx |0z

Y z
sx |1z

Y x
sx |0x

⎤

⎥⎦. (A11)

Finally, the phase error can be estimated by

ex =
Y z,vir

1x ,0x
+ Y z,vir

0x ,1x

Y z,vir
0x ,0x

+ Y z,vir
1x ,0x

+ Y z,vir
0x ,1x

+ Y z,vir
1x ,1x

. (A12)

The extended result of Eq. (A12) for the finite-data case is presented in Eq. (4) of the main text.

APPENDIX B: GLLP SECURITY ANALYSIS
WITH SOURCE FLAWS

We discuss the standard GLLP security analysis for BB84
with source flaws [3,36], which is used for our simulation of
Fig. 2.

Based on GLLP for imperfect sources, the εsec secret key
length is similar to the key formula [i.e., Eq. (1)] in the
main text, except for the phase error rate, which includes the
correction due to basis-dependent flaws and is revised to [3]

ēU
x,1 ! eU

x,1 + 4(′ + 4
√

(′eU
x,1 + ϵph. (B1)

Here, (′ is called the balance of a quantum coin [3,36]
and quantifies the basis-dependent flaws of Alice’s signals
associated with single-photon events. (′ is given by [3]

(′ ! (

Y1
, ( = 1 − F (ρz,ρx)

2
, (B2)

where Y1 (typically called the yield of single photons [5,30]) is
the frequency of successful detections associated with single
photons, and F (ρz,ρx) is the fidelity of the density matrices
for the Z and X basis. Using Eq. (6), we can easily calculate
F (ρz,ρx) given {δ1, δ2, δ3}. In our QKD system, with {δ1, δ2, δ3}
upper bounded by 0.127, we have F (ρz,ρx) = 1−1.9×10−3.
So, from Eq. (B2), ( = 9.45×10−4.

In GLLP analysis, the imperfect fidelity F (ρz,ρx) can be
enhanced in principle by Eve via exploiting the channel loss,
which is clearly shown in Eq. (B2), i.e., ( is enhanced to (′.

Combined with the decoy-state estimations discussed in [24],
we can derive the key length and obtain the inset curves in
Fig. 2.

APPENDIX C: EXPERIMENTAL COUNTS

In Table V we list the raw experimental counts for each
distance. Note that, in the experiment results,

n1x |0x ,k = nex,k, n0x |0x ,k = nx,k − nex,k.

In the 5- and 20-km experiments, we collected about 75 sets
of data, with each set of about 104.5 million pulses sent out
by Alice. This corresponds to a total number of pulses N =
7.84×109. In the 50-km experiment, we collected about 500
sets of data and sent a total number of N = 5.23×1010 pulses.
The experimental gain counts (nz,k , nx,k), error counts (nez,k ,
nex,k), and rejected counts (n0x |z,k , n1x |z,k) are listed in the table.

APPENDIX D: QUBIT ASSUMPTION
AND ITS VERIFICATION

We verify the qubit assumption, i.e., that the four
BB84 states remain in two dimensions. This assumption
is commonly made in various QKD protocols including
decoy-state BB84 and MDI-QKD. We focus on a standard
one-way phase-encoding system, which has been widely
implemented in experiments [7,10–12]. In this system, a
LiNbO3 waveguide-based phase modulator (PM) is commonly
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TABLE V. Experimental raw counts.

Distance nz,µ nz,ν nz,ω nx,µ nx,ν nx,ω

5 km 7.84×107 2.23×106 2.60×104 7.17×106 4.08×105 4.70×103

20 km 8.09×106 1.50×106 2.71×104 3.40×106 6.31×105 1.36×104

50 km 2.01×107 6.94×105 4.81×104 2.06×106 7.10×105 4.82×104

nez,µ nez,ν nez,ω nex,µ nex,ν nex,ω

5 km 1.01×106 6.40×104 6.80×103 1.32×105 1.25×104 1.76×103

20 km 2.22×105 6.13×104 6.78×103 5.67×104 2.68×104 2.65×103

50 km 5.98×105 8.46×104 2.28×104 6.40×105 8.89×104 2.23×104

n0x |0z,µ n0x |0z,ν n0x |0z,ω n1x |0z,µ n1x |0z,ν n1x |0z,ω

5 km 3.83×106 2.47×105 3.30×103 4.16×106 2.32×105 2.40×103

20 km 1.36×106 2.39×105 4.56×103 1.34×106 2.2×105 4.59×103

50 km 0.57×107 1.63×105 1.10×104 0.56×107 1.76×105 1.26×104

n0x |1z,µ n0x |1z,ν n0x |1z,ω n1x |1z,µ n1x |1z,ν n1x |1z,ω

5 km 3.83×106 2.46×105 3.31×103 4.15×106 2.32×105 2.41×103

20 km 1.37×106 2.38×105 4.57×103 1.34×106 2.21×105 4.60×103

50 km 0.58×107 1.62×105 1.11×104 0.56×107 1.77×105 1.25×104

used to encode/decode phase information. Figure 4 illustrates
the schematic of such a PM [39]. For commercial products,
see [40]. To guarantee the qubit assumption, Alice’s PM
is supposed to have the same timing, spectral, spatial, and
polarization mode information for different BB84 states.
We find that timing and spatial information can be easily
guaranteed without any additional devices, while spectral
and polarization information can also be guaranteed with
standard low-cost optical devices such as a wavelength filter
and polarizer. Therefore, based on standard devices, we can
verify the qubit assumption with high accuracy. We remark
that our method serves as a specific example to practically
verify the qubit assumption. In the future, it will be interesting
to work toward constructing a more general theory on the
verification of the qubit assumption.

In the following, we discuss timing, spectral, spatial, and
polarization properties for different encoding phases.

1. Temporal-spectral mode

Temporal mode. Figure 4 shows the schematic of the phase
modulation based on LiNbO3 crystal. When the PM modulates
different phases, the electro-optical effect inside the LiNbO3

 

V 

X

Z

y

FIG. 4. Schematic of an electro-optic phase modulator based on
LiNbO3 crystal [39]. Commercial products can be seen in [40]. The
double-headed arrows show the direction of polarization of the optical
beam. The crystal is cut in a configuration so that the applied electrical
field (voltage) is along the direction of the principal (z) axis. To take
the advantage of the largest electro-optical coefficient in the z axis,
an optical beam is propagating along the x axis, with the direction of
polarization parallel to the z axis.

waveguide changes the principal refractive index nz. At first
sight, it might appear that the timing information is indeed
changed for different phase modulations. However, we show
that such a change is so small that it can be neglected.

According to the EM theory in LiNbO3 waveguides, the
relations among the principal refractive index nz, the group
refractive index ng , and the extraordinary refractive index ne

are given by [39]

ng = nz + ω0
dnz(ω)

dω

∣∣∣∣
ω0

, nz = ne − 1
2
n3

erz

V

d
, (D1)

where ω0 is the central frequency of the optical field, rz is the
electro-optical coefficient along the z axis, V is the voltage
applied onto the crystal, and d is the thickness of the crystal.
Thus the timing difference (t between {0} and the phase
modulation {π} is given by

(t =
[

1
2
n3

erz

Vπ

d
+ 3

2
n2

erz

Vπ

d
ω0

dne(ω)
dω

∣∣∣∣
ω0

]
l0

c
, (D2)

where Vπ = χ0d
n2

e rzl0
is the half-wave voltage that provides a

phase modulation {π} [39], l0 is the length of the crystal, and
c is the speed of light.

For a typical LiNbO3 crystal working in the telecom
wavelength χ0 ∼ 1550 nm, it is well known that the relation
between ne and λ0 is given by [41]

n2
e = 1 + 2.980λ2

0

λ2
0 − 0.020

+ 0.598λ2
0

λ2
0 − 0.067

+ 8.954λ2
0

λ2
0 − 416.08

. (D3)

Notice that in a waveguide-based PM, one has to use the
effective index, i.e., neff , to include the waveguide effect.
We remark, however, that for LiNbO3 material, neff and ne

are almost the same [42]. Hence, by plugging Eq. (D3) into
Eq. (D2), we have (t ≈ 4×10−6 ns. In a QKD implementa-
tion, the optical pulse is typically around 1-ns width [7–9] or
0.1 ns [10–12], and thus (t ≪ 0.1 ns. Assuming that the
optical pulse is Gaussian, (t corresponds to a fidelity of
F (ρ0,ρπ ) ≈ 1–10−8 between {0} and {π}. Therefore, timing
remains (almost) the same for different phase modulations.
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Spectral mode. First, in a standard one-way system, Alice
can locally synchronize the devices so that the optical pulse
passes through Alice’s PM in the middle of the electrical
modulation signal (flat response). Hence the optical pulse
experiences a correct modulation without spectral change
[43,44]. In a two-way system, Alice can monitor the timing in-
formation between the signal and reference pulse to guarantee
the correct modulation and defend against side-channel attacks
[43,44]. Second, to guarantee a single spectral mode from the
output of a laser, one can use a standard wavelength filter.
For instance, a recent QKD experiment used an off-the-shelf
wavelength filter with a FWHM of (ν = 15 GHz for a
different purpose [12]. In this case, given a Gaussian pulse
with FWHM (t = 0.1 ns in the time domain [12], it is quite
close to the lower bound of time-bandwidth product [39], i.e.,
(t×(ν " 2ln2

π
. Wavelength filters with narrow bandwidth

have already been widely available on the market [45]. Hence
a single spectral mode can be guaranteed with high accuracy
by using a wavelength filter.

2. Spatial mode

For a standard single-mode fiber (SMF), the core diameter
is around 10 µm. Theory and experiments have already
confirmed that a SMF in the telecom wavelength rejects
all high-order modes and conducts only one fundamental
transverse mode [46]. The cutoff wavelength of a standard
SMF is about 1260 nm.2 Using the software of BeamPROP, we
have also performed a numerical simulation with a standard
multimode fiber propagating into a SMF. The results show
that after only about 1 mm, SMF rejects almost all high-order
modes. The high-order modes decay exponentially; thus after
about 10 mm, there is no high-order component left (less
than 10−10 proportion). Notice that the input of a standard
commercial PM usually has a certain length of pigtail fiber
(about 1 m) [40]. Therefore the single-mode assumption on
spatial mode can be easily guaranteed in practice.

3. Polarization mode

The input of a commercial PM is normally a pigtail of
polarization-maintaining fiber [40], which can ensure that the
input polarization is perfectly aligned with the principal axis
of PM. Experimentally, before this polarization-maintaining
fiber, one can use a fiber polarization beam splitter (PBS) to

2See, for instance, Corning’s SMF28; http://www.corning.com/
docs/opticalfiber.

reject other polarization modes. A standard PBS has about a
30-dB extinction ratio. In the following, we discuss the error
due to this finite extinction ratio (30 dB). Ideally, if the PBS has
an infinite extinction ratio, the input state is perfectly aligned
with the principal axis (z axis in Fig. 4) and Alice modulates
the four BB84 states as

|φj ⟩ = 1√
2

(eij π
2 |Sz⟩ + |Rz⟩),

where j ∈ {0,1,2,3} denotes the four BB84 states and |Sz⟩
(|Rz⟩) denotes the signal (reference) pulse with polarization
along the z axis. However, due to the finite extinction ratio of
PBS, the signal and reference pulse are expressed as

|S⟩ = α|Sy⟩ + β|Sz⟩, |R⟩ = α|Ry⟩ + β|Rz⟩,

where |Sy⟩ denotes the polarization component along the y
axis. For a 30-dB extinction ratio, α2 ≈ 0.001. Thus Alice’s
imperfect modulations can be described by

|φ′
j ⟩ = 1√

2
(αeij π

6 |Sy⟩ + βeij π
2 |Sz⟩ + α|Ry⟩ + β|Rz⟩), (D4)

where we assume that the relative modulation magnitude
ratio between the polarization aligned with the principal axis
(z axis) and the orthogonal polarization (y axis in Fig. 4) is
1:3 [39,43]. Using three new bases {|e1⟩, |e2⟩, |e3⟩}, Eq. (D4)
can be written as (similar to [32])

|φ′
j ⟩ = 1√

2

[
αβ

(
eij π

6 − eij π
2
)
|e1⟩

+
(
α2eij π

6 + β2eij π
2
)
|e2⟩ + |e3⟩

]
. (D5)

Hence the four imperfect states are spanned to three di-
mensions in Hilbert space, i.e., the information encoded by
Alice is not only in the time-phase mode but also in the
polarization mode. However, for a 30-dB extinction ratio, we
find that it is almost impossible for Eve to attack the system,
because the fidelity between |φj ⟩ and |φ′

j ⟩, F (ρ|φj ⟩,ρ|φ′
j ⟩) =

tr (
√√

ρ|φj ⟩ρ|φ′
j ⟩
√

ρ|φj ⟩), is about 1 − 10−7 for j ∈ {0,1,2,3}.
This shows that the imperfect states are highly close to the
perfect BB84 states. Most importantly, one can derive a refined
security proof to include this small imperfection into the
secure key rate formula, which will be a subject of future
investigation.
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What technological advantages can be achieved
by directly harnessing the quantum-mechanical
properties of physical systems? In the context of

communications, it is known that quantum mechanics enables
several remarkable improvements, such as cryptographic
protocols that are classically impossible1–3, enhanced metrology
schemes4 and reductions in the communication required between
distributed computing devices5–13. And yet, despite our advanced
understanding of what these quantum advantages are,
demonstrating them in a practical setting continues to be an
outstanding and central challenge. Important progress has been
made in this direction14–22, but many cases of quantum
improvements have never been realized experimentally.

An important example of a quantum advantage occurs in the
field of communication complexity: the study of the minimum
amount of information that must be transmitted to solve
distributed computational tasks5–8. It has been proven that for
several problems, quantum mechanics allows exponential
reductions in communication compared with the classical
case7,9–13. These results, besides being of great fundamental
interest6,7,23, have important practical applications for the design
of communication systems, very-large-scale integration circuit
design and data structures24.

There are two types of communication complexity problems.
The first one is to minimize the amount of information that must
be transmitted to solve a task, and the second one is to minimize
the error probability to solve a task with a fixed amount of
transmitted information. These two problems are really two sides
of the same coin, since any given protocol requires a certain
amount of transmitted information to reach a given error
probability. However, conceptually and experimentally, they
belong to different regimes. To date, only a few proof-of-principle
implementations of quantum communication complexity proto-
cols have been reported25–27. For instance, ref. 27 was the first
experiment that demonstrated an advantage of quantum over
classical communication for the second problem, even without
entanglement. However, all such experiments have faced
daunting scalability issues, limiting their results to a quantum
advantage for the second problem only, with the transmitted
information restricted to single qubits. Up until now, a quantum
advantage for the first problem, a reduction in the transmitted
information compared with the classical case—which is the
central issue in quantum communication complexity7—has not
yet been demonstrated.

Quantum fingerprinting is arguably the most appealing
protocol in quantum communication complexity, as it constitutes
a natural problem for which quantum mechanics permits an
exponential reduction in the transmitted information9,28,29. In
this problem, Alice and Bob are each given an n-bit string, which
we label x and y, respectively. In the simultaneous message
passing model5, they must each send a message to a third party,
the referee, whose task is to decide whether the inputs x and y are
equal or not with an error probability of at most E. Alice and Bob
do not have access to shared randomness and there is only
one-way communication to the referee. It has been proven that
any classical protocol for this simultaneous message passing
problem must transmit at least O

ffiffiffi
n
p
ð Þ bits of information to the

referee for a desired error probability30,31. On the other hand,
using quantum communication, Alice and Bob only need to
transmit O(log2 n) qubits of information to solve the problem
with the same error probability. Therefore, for the specific goal of
reducing the transmitted information, quantum communication
provides an exponential improvement over the classical case9.

Refs. 25,26 have reported heroic attempts at the
implementation of quantum fingerprinting. Nonetheless, as
noted already in ref. 25, a serious drawback of these approaches

is that their fingerprint states must be highly entangled. As a
result, even for low input sizes, the experimental requirements
greatly exceed that which is possible to achieve with current
technology. For this reason, the implementations of refs 25,26 are
restricted to one single-qubit transmission and within a few
metres, without a practical possibility of scaling them to
demonstrate a reduction in the transmitted information.

In this work, we present a proof-of-concept experimental
demonstration of a quantum fingerprinting system over a 5-km
standard fibre operating at telecom wavelengths. The protocol is
practical for input sizes as large as 100 Mbits. Crucially, our
system is capable of transmitting less information than the
best-known classical protocol for the fingerprinting problem. Our
system is based on the quantum fingerprinting protocol with
weak coherent states of ref. 29. Although this protocol is already
practical, we overcome various challenges to its experimental
implementation. First, we develop an efficient error-correction
algorithm that allows us to substantially relax the requirements
on the experimental devices and reduce the running time of the
protocol. Second, we use an improved decision rule for the referee
compared with the one used in ref. 29. Finally, we perform
detailed simulations of the protocol that allows us to identify the
appropriate parameters for performing the experiment. This
enables us to run the protocol using commercial off-the-shelf
components. Indeed, we implemented the protocol by using a
commercial plug and play system originally designed for
quantum key distribution (QKD)32, to which we added several
important modifications. We also characterized the system and
showed that, within our theoretical model of the experiment, its
performance is consistent with achieving the desired error
probability. Finally, we experimentally tested the system for
input sizes of up to 100 Mbits and obtained data that are
consistent with the protocol transmitting less information than
the best-known classical protocol.

Results
Coherent-state quantum fingerprinting protocol. In the quan-
tum fingerprinting protocol of ref. 29, portrayed in Fig. 1, Alice
first applies an error-correcting code (ECC) E:{0,1}n-{0,1}m to
her input x of n bits. This results in a codeword E(x) of m ¼ n

R
bits, which she uses to prepare a sequence of m coherent states,

Referee

BS

Alice Bob

E(x ) E(y)

D0 D1

1 10

0 0

1

1 0 0 1

1 1 10 1 1

x y

+ +

–

++

–

Figure 1 | A schematic illustration of the quantum fingerprinting
protocol. Alice and Bob receive inputs x and y, respectively, which they feed
to an ECC to produce the codewords E(x) and E(y). Using these codewords,
they modulate the phases of a sequence of coherent pulses that they send
to the referee. The incoming signals interfere at a beam splitter (BS) and
photons are detected in the output using single-photon detectors D0 and D1.
In an ideal implementation, detector D1 fires only when the inputs to Alice
and Bob are different.
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where R ¼ n
mo1 is the rate of the code. This sequence of coherent

states is given by the state

a; xj i ¼ $
m

i¼1
% 1ð ÞE xð Þi affiffiffiffi

m
p

""""

#

i
: ð1Þ

Here E(x)i is the ith bit of the codeword and a is a complex
amplitude. Notice that all the coherent states have the same
amplitude, but their individual phases depend on the particular
codeword, which in turn is determined by the input x. The total
mean photon number in the entire sequence is m:¼ |a|2, which in
general depends on the length of the codewords m.

In our protocol, the encoded fingerprinting states are coherent
states, instead of single-photon states as required in previous
schemes25. Hence, a perfect two-photon interference is not
required33. All we need is a measurement by the referee that
allows her to verify whether the relative phases of the incoming
pulses are equal or different. A way of achieving this consists of a
phase interferometer in which the individual pulses enter a
balanced beam splitter, and whenever there is a click in the output
detectors, it is unambiguously revealed whether their phases are
the same or not34.

Indeed, in our scheme, Bob does the same as Alice for his input
y, and they both send their sequence of states to the referee, who
interferes the individual states in a balanced beam splitter. The
referee checks for clicks at the outputs of the phase interferometer
using single-photon detectors, which we label ‘D0’ and ‘D1’. In the
ideal case, a click in detector D1 will never happen if the phases of
the incoming states are equal, that is, if E(x)i"E(y)i¼ 0.
However, it is possible for a click in detector D1 to occur if the
phases are different, that is, if E(x)i"E(y)i¼ 1. Thus, if xay, we
expect a number of clicks in D1 that is proportional to the total
mean number of photons and the Hamming distance between the
codewords. This allows the referee to distinguish between equal
and different inputs by simply checking for clicks in detector D1.

In ref. 29, it was proven that the quantum information Q that
can be transmitted by sending the states of equation (1) satisfies

Q ¼ O m log2 n
$ %

: ð2Þ
For fixed m, this corresponds to an exponential improvement over
the classical case, where O

ffiffiffi
n
p
ð Þ bits of information must be

transmitted30,31. It is precisely in terms of this reduction in the
transmitted information that the quantum protocol provides an
advantage over the classical case.

The states of equation (1) can be thought of as a coherent-state
version of the encoding of an m-dimensional state into the state
of a single photon across m modes, as discussed in depth in
ref. 35. Essentially, by fixing the total mean photon number to a
constant, we are restricting ourselves to an exponentially small
subspace of the larger Hilbert space associated with the optical
modes, which in turn restricts the capability of these systems to
transmit information. Thus, to achieve the central goal of a
reduction in the transmitted information, our protocol must use a
number of modes that is linear in the input size n, with the benefit
that the total mean photon number m is independent of input size
and therefore very small.

Finally, we remark that a quantum protocol without entangle-
ment or two-photon interference was demonstrated previously in
ref. 27. The demonstration in ref. 27 utilized polarization qubits
to tackle the communication complexity problem of maximizing
the probability of solving the modulo-4 sum problem8 with a
restricted amount of transmitted information. In principle, both
ref. 27 and our current paper can use coherent pulses and a phase
interferometer. However, from a physical point of view, since the
aims of our work and ref. 27 were different, the underlying
physics also has some differences. Our protocol employed states
of large dimension to encode more classical information, while

ref. 27 used coherence properties of qubits, which were fixed to a
two-dimensional system without interactions among the states.
To use large dimensionality, we utilize time bins with phase
encoding and perform an interaction of the states with a phase
interferometer.

Protocol in the presence of experimental imperfections. In the
presence of experimental imperfections such as detector dark
counts and optical misalignment, detector D1 may fire even when
the inputs are equal. Therefore, it does not suffice to check for
clicks in this detector—we must introduce a different decision
rule for the referee. The decision rule proposed in ref. 29, which is
based on the fraction of clicks that occur in detector D1, is
extremely sensitive to experimental imperfections. Instead, in this
work we construct a better decision threshold based only on the
total number of clicks observed in detector D1.

Let D1,E and D1,D be random variables corresponding to the
number of clicks in detector D1 for the case of equal and worst-
case different inputs, respectively. It can be shown that these
distributions can be well approximated by binomial distributions
D1,EBBin(m,pE) and D1,DBBin(m,pD), where m is the number of
modes and pE, pD are the probabilities of observing a click in each
mode for the case of equal and worst-case inputs, respectively.
These probabilities are given by ref. 29:

pE ¼ 1% e%
2ð1% vÞm

m

& '
þ pdark ð3Þ

pD ¼ d 1% e%
2vm
m

& '
þð1% dÞ 1% e%

2ð1% vÞm
m

& '
þ pdark: ð4Þ

Here n is the interference visibility—which quantifies the contrast
of the interferometer—and pdark, the dark count probability, is the
probability that a detector will fire even when no incident
photons from the signals are present. As before, m is the total
mean photon number in the signals and d is the minimum
distance of the ECC, which is defined as the smallest relative
Hamming distance between any two distinct codewords.

The referee sets a threshold value D1,th such that, if the number
of clicks is smaller than or equal to D1,th, he will conclude that the
inputs are equal. Otherwise, he concludes that they are different.
Note that, unlike the ideal case, in the presence of imperfections,
an error can occur even when the inputs are equal. In our
protocol, the value of D1,th is chosen in such a way that an error is
equally likely to occur in both cases, so that the probability of
error is given by

PrðerrorÞ ¼ Pr D1;E4D1;th
$ %

¼ Pr D1;D ' D1;th
$ %

; ð5Þ

which can be calculated directly from the distributions of D1,E
and D1,D. This is illustrated in Fig. 2. In general, for each input
size n, the total mean photon number m is uniquely determined
by finding the value of m such that Pr(error)rE, where E is the
desired error probability of the protocol.

Note that this model is expected to be correct as long as the
parameters quantifying the experimental imperfections as well as
the mean photon number m are all constant during the run of the
protocol. In practice this is not necessarily the case, so our model
should be understood as an approximation of the actual
performance of the system.

Finally, we note that in any implementation of the protocol
there will be some loss captured by the combined effect of limited
detector efficiency and channel loss. We quantify this with the
single parameter Zo1. As shown in ref. 29, the effect of loss can
be compensated by adjusting the total mean photon number
accordingly: m-m/Z. Thus, the protocol is robust to loss.
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Error-correcting code. In quantum fingerprinting, an ECC is
used to amplify the Hamming distance between the inputs of
Alice and Bob. Even if these inputs are originally very close to
each other—for example, if they differ in a single position—after
applying the ECC, the resulting codewords will have a much
larger Hamming distance. In the worst-case scenario, this
distance is given by the minimum distance of the code. Note
that an important difference between a standard classical error-
correction implementation and our current implementation is
that in our implementation, Alice and Bob only need to perform
encoding, but not the decoding of the ECCs. For this reason,
we are concerned only with the computational complexity in
encoding. This greatly simplifies our requirements.

The quantum fingerprinting protocol of ref. 29 used Justesen
codes as an example to illustrate the properties of the protocol.
However, these codes are not optimal for quantum fingerprinting.
Here we construct a more efficient ECC that significantly relaxes
the requirements on the experimental devices and leads to a faster

implementation of the protocol. We make use of a subclass of
random linear codes (RLCs)36 whose generator matrices are
Toeplitz matrices. Our ECC can asymptotically approach the
Gilbert–Varshamov bound37,38. For various rates, it provides a
minimum distance that is more than three times the value
for Justesen codes. This is clearly illustrated in Fig. 3. The
implementation details of our ECC are shown in Methods.

Experimental set-up. We demonstrate our proof-of-concept
quantum fingerprinting protocol using a plug and play scheme39,
initially designed for QKD. The advantage of the plug and play
system with respect to other viable systems is that it offers a
particularly robust and stable implementation. This allows us to
perform reliable experiments with highly attenuated coherent
states for long time durations. We implement the protocol on top
of two commercial systems, namely ID-500 and Clavis2,
manufactured by ID Quantique.

In our set-up, which is shown in Fig. 4, the referee starts by
sending two strong pulses at about 1,551 nm to Alice over a 5-km
fibre. Once the two pulses reach Alice, she uses the reference
pulse as a synchronization signal to activate her phase modulator,
which she employs to set the phase of the signal pulse according
to her codeword E(x). Both pulses are reflected back by a Faraday
mirror, which rotates the pulses’ polarization by 90, and she
attenuates them to the desired photon level using the variable
optical attenuator (VOA). Once the pulses return back, due to the
Faraday mirror, the pulses take opposite paths, such that the
reference pulse now passes through Bob and its phase is
modulated by Bob’s phase modulator according to E(y). Finally,
the two pulses interfere at the referee’s beam splitter and the
detection events are registered using two high-quality single-
photon detectors D0 and D1. It is important to note that the
returning signal pulse modulated by Alice travels directly to the
referee, while the returning reference pulse passing through Bob
does not contain any information about Alice’s codeword.

P
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lit
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Number of clicks in detector D1

x=y
!1 !2 !3

x=y/

Figure 2 | An illustration of the probability distributions for the total
number of clicks observed in detector D1 for equal inputs and worst-case
different inputs. The distributions are shown for three different total mean
photons numbers: m1 (solid), m2 (dashed) and m3 (dotted), where
m1om2om3. For illustration, values of m1¼617, m2¼ 693 and m3¼ 776 were
chosen for the figure. The distributions for equal inputs (green) are
dominated by dark counts, so they are largely unaffected by the changes in
m. On the other hand, for the worst-case different inputs (blue), the mean
value of the distributions depends strongly on m. Therefore, the error in
distinguishing both distributions can be controlled by choosing m
appropriately.
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Figure 3 | The Gilbert–Varshamov bound compared with the distance–
rate relationship achieved by Justesen codes. For various rates, a code
satisfying the Gilbert–Varshamov bound—like the one achieved in this
paper—provides a minimum distance that is more than three times the
value for Justesen codes, which were used in previous works9,29.
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Figure 4 | Experimental set-up for quantum fingerprinting. The laser
source at the referee’s set-up emits photon pulses at about 1,551 nm, which
are separated at a 50:50 beam splitter (BS) into two pulses, the signal pulse
and the reference pulse. The signal pulse passes through Bob’s phase
modulator (PM) and then through a polarization rotator (PR), which rotates
the pulses’ polarization by 90!. The pulses are then recombined at a
polarization beam splitter (PBS) where they exit through the same port and
travel to Alice through the 5-km fibre. After passing through Alice’s BS, the
reference (forward) pulse is split into two pulses, where one is used as a
synchronization (Sync) and the other one continues travelling. Similarly, the
signal (backward) pulse is split into two. Then, Alice uses her PM to set the
phase of the signal pulse only, according to her codeword E(x). Once the
reference and the signal pulses are reflected back by the Faraday mirror
(FM), she attenuates them to the desired photon level by using the VOA.
When the two pulses return in the direction of the referee, because of
Alice’s FM, the reference pulse will travel through Bob, who uses his PM to
modulate the pulse according to his codeword E(y). Both Alice and Bob use
two external function generators (FG) to control the PMs. Finally, the two
pulses arrive simultaneously at the BS, where they interfere and are
detected by two detectors D0 and D1. The detection events are recorded by
a time interval analyser (TIA).
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This guarantees that there is no communication between Alice
and Bob.

Since the operating conditions of our protocol are significantly
different from those of standard QKD, using a commercial QKD
equipment for our implementation requires several important
modifications to the system. First, two single-photon detectors—
ID220 (manufactured by ID Quantique)—with low dark count
rates were installed. Second, we performed several calibration and
synchronization processes to enable the system work at an ultra-
low mean photon number level, which is about four orders of
magnitude lower than those typically used for QKD. Finally, we
implemented two external function generators (Agilent 88250A)
loaded with the codewords to control Alice’s and Bob’s phase
modulator. The details of our modifications are presented in
Methods. We observed high interference visibility of about
(99±0.5)% after careful calibration.

Experimental results. We perform the proof-of-concept quan-
tum fingerprinting experiment over a standard telecom fibre of
5 km between Alice and the referee. The overall loss between the
output of Alice’s VOA and the input of the referee’s detector D1—
which includes the losses of quantum channel, polarization beam
splitter, beam splitter and the circulator—is about 3 dB (2.36 dB)
for ID-500 (Clavis2). The channel between Bob and the referee is
about a few metres, and its overall loss including Bob’s channel,
the beam splitter and the circulator is about 1.5 dB (1 dB). We
summarize all system parameters in Table 1. On the basis of these
parameters, for a given input size n, we use our model of the
protocol to optimize the photon number m to achieve a desired
error probability E.

Because there is loss in the channels and the detectors are not
perfectly efficient, Alice and Bob must use higher mean photon
numbers compared with the case with no channel loss and with
perfect detectors. As implied by equation (2), this also leads to an
increase in the transmitted information, which we take into
account in our calculations of the transmitted information. In
particular, if Alice and Bob experience different amounts of loss,
they must choose a different mean photon number when
preparing their signals, ensuring that the amplitude of their
pulses is equal when they interfere in the referee’s beam splitter.

In the experiment, the detection events registered on D0 and D1
in conjunction with the known experimental conditions in the
system can be used to characterize the photon numbers sent out
by Alice and Bob, the dark count probability and the visibility of
the interferometer. From the characterization of these parameters,
we find that there is a good agreement with our model of the
system. The main source of uncertainty is due to an imperfect
matching between the observed mean photon numbers and those
pre-calibrated from the VOA. This uncertainty is determined by
the fluctuations of several devices, such as laser power, VOA and
detector efficiency. The detailed values of this uncertainty are
shown in Methods.

The quantum fingerprinting protocol is tested over several
values of the input size n. For each n, we record the detection

counts on D1 for two types of input data: equal inputs E(x)¼ E(y),
and the worst-case different inputs, that is, those for which the
codewords E(x)aE(y) have a distance equal to the minimum
distance. For our experiment, we minimize the transmitted
information by choosing an optimal value of d¼ 0.22 for the
minimum distance. From the threshold value D1,th that is
pre-calculated from our model, the referee can distinguish
between equal and different inputs. The upper bound Q on the
quantum information Alice and Bob is calculated from their
respective mean photon numbers mA and mB, as well as the
codeword length m.

In Fig. 5, we show the transmitted information as a function of
the input size n for an error probability of E¼ 5( 10% 5. An error
of 5( 10% 5 was chosen because it was the lowest error
probability that was achieved by all runs of the experiment.
The error probability was calculated from our theoretical model
of the experiment. Within experimental uncertainty, the worst-
case values of the mean photon number, visibility and dark count
probability were used to reconstruct the probability distributions
of clicks in detector D1. These distributions, in turn, were used to
calculate the error probability from equation (5). Since our
theoretical model is only an approximation, the error probability
should also be understood as approximate. The blue area in Fig. 5
indicates the region where the best-known classical protocol of
ref. 30 transmits less information than our quantum protocol. For
this target error probability, the classical protocol requires the
transmission of 16

ffiffiffi
n
p

bits. The red points show our experimental
results, where the data point for the largest n is obtained from
ID-500 and the other three data points are obtained from Clavis2.
Note that Clavis2 and ID-500 have almost the same optics and
functionality. We use the same measurement and processing
method for the data obtained from these two systems, and show
the experimental results together in one figure instead of two. The
error bars come from the uncertainty in the estimation of the
mean photon number m. For large n, our experimental results are
strictly better than those of the classical protocol for a wide range
of practical values of the input size.

To obtain further insight into our results, we define the
quantum advantage g as the ratio between the transmitted

Table 1 | Parameters measured in the implementations.

gAR gBR gdet pdark n

3 dB (2.36 dB) 1.5 dB (1 dB) 20.0% (3.5±0.2)( 10%6 (99±0.5)%

The overall loss between the output of Alice’s VOA and the input to the referee’s detectors is
given by the parameter ZAR. Similarly, ZBR defines the overall loss between the output of Bob’s
phase modulator and the referee’s detectors. Both ZAR and ZBR are carefully characterized in
ID-500 (Clavis2). The other parameters are the detector’s quantum efficiency Zdet, dark count
rate per pulse pdark for each detector, and system visibility n, which are nearly the same for
ID-500 and Clavis2.

Transmitted information
4 × 105

2 × 105

106 107

Input size
108

γ > 1

γ < 1

5 × 104

Figure 5 | Log-linear plot of the total transmitted information by Alice
and Bob in our protocol. The blue area indicates the region where the
classical protocol transmits less information than our protocol, while the
red points show our experimental results. The quantum advantage g
corresponds to the ratio between the transmitted classical information and
the upper bound on the transmitted quantum information. The error bars
correspond to one standard deviation. For large n, our results are strictly
better than the best-known classical protocol for a range of practical values
of the input size.
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classical information C of the best-known classical protocol30 and
the upper bound Q on the transmitted quantum information:

g ¼ C
Q
: ð6Þ

A value g41 for a given error probability E implies that less
information is transmitted in the quantum case than in the
classical one. This allows us to use the quantum advantage as a
figure of merit to assess the performance of our quantum
fingerprinting implementation. In Fig. 6, we show the
experimental results for g as a function of different input sizes.
For the three largest input sizes, the ratio is well above 1, and the
classical protocol transmitted as much as 66% more information
than the quantum protocol. For the smallest input size, no
quantum improvement was obtained.

Discussion
On the basis of the protocol of ref. 29, we have experimentally
demonstrated a proof-of-concept quantum fingerprinting system
that is capable of transmitting less information than the best-
known classical protocol for this problem. Our experimental test
of this system indicates that its operation is consistent with our
model of the devices and hence also with achieving the desired
error probability. Moreover, we have operated our system in a
parameter regime in which the information transmitted in the
protocol is up to 66% lower than the best-known classical
protocol. This constitutes the first time that a quantum
fingerprinting protocol has been carried out that is capable of
achieving this reduction in the transmitted information.

It is an appealing and useful property of this quantum
fingerprinting protocol that we can achieve a quantum advantage
without the need for entanglement, single-photon sources or
squeezing. Where does the improvement come from? As
discussed extensively in ref. 35, the states of equation (1) that
are used in our protocol are a coherent-state version of an
encoding of m-dimensional quantum states into states of a single
photon across m modes. Through this encoding, exponentially
more ‘sufficiently distinguishable’ quantum states can be fitted
into an O(log2 m)-qubit Hilbert space as opposed to orthogonal
classical states. In our protocol, instead of O(log2 m) qubits, the
same amount of quantum information can be encoded into a
sequence of coherent states.

One can understand the quantum advantage as arising from
the non-orthogonality of weak coherent states and the quantum-
mechanical properties of single-photon detectors. In the protocol,

the weak coherent states have a very low mean photon number.
This means that the two possible states that are sent in each
mode, jþ affiffiffi

m
p i and j% affiffiffi

m
p i, are highly non-orthogonal and

fundamentally difficult to distinguish. Therefore, very little
information can be learnt by looking at each pulse. This is
essentially the reason why the transmitted information is very
low—exponentially less than in the classical case. On the other
hand, after the coherent states interfere in the beam splitter, a
click in the single-photon detector unambiguously provides
valuable information to the referee: she now knows whether the
phases of the coherent states are equal or not. This unambiguous
information is only possible because the detectors respond
quantum mechanically to the incoming light field.

The main goal of our experiment is to demonstrate a reduction
in the transmitted information compared with the best-known
classical protocol. However, from a practical perspective, one
might be interested in additional quantities, such as energy
expenditures or running time, beyond the abstract transmitted
information. In our protocol, the running time is quadratically
larger than in the classical case, provided we ignore the running
time required for the ECC, which is the dominant one. Therefore,
if running time during communication is a priority, our protocol
has a disadvantage: the quantum protocol may become infeasible
for a very large input size of time bins, limited by the repetition
rate of the laser source. Nonetheless, if minimizing energy
expenditures is a priority, our protocol offers a significant
advantage. In particular, the number of photons used is more
than quadratically smaller than in a classical protocol using
photonic bits, where O

ffiffiffi
n
p
ð Þ photons are needed compared with

O(1) photons in the quantum case.
Finally, in this work, we have tested our model of the system

and used that test to make an indirect assessment of the error
probability based on our theoretical model. Future implementa-
tions should improve on this by treating the system as a black
box, using the data directly to make statistical inferences about
the error probability, without relying on an approximate model of
the system. Overall, it is remarkable that quantum fingerprinting
can be realized while revealing only a very small amount of
information to the referee—a feature of the protocol that may
have important applications to fields such as cryptography40 and
information complexity41, where this extremely small leakage of
information plays a fundamental role. Our results constitute a
significant first step in the development of experimental quantum
communication complexity, which may also be extended to other
protocols with a proven exponential advantage over the classical
case10,11,35,42.

Methods
Error-correcting code. In quantum fingerprinting protocol, an ECC with a high
rate and a large minimum distance is desired, since a higher rate leads to lower
transmitted information and larger tolerance for dark counts, while a larger
minimum distance leads to smaller error probability for fixed mean photon
number. Fundamentally, there is an inherent trade-off between the rate and
distance of ECCs. In particular, the Gilbert–Varshamov bound states that there
exists some binary linear code whose rate R and minimum distance d satisfy
the relation

R ) 1%H2ðdÞ; ð7Þ

where H2( * ) is the binary entropy function. Using a binary linear code that
approaches this bound would constitute a significant improvement over the codes
used in previous protocols.

It is well known in coding theory that RLCs can asymptotically approach the
Gilbert–Varshamov bound with encoding complexity O(n2) (ref. 43). However,
in quantum fingerprinting, the input size n is typically very large (for example,
n¼ 108), thus making the encoding time prohibitively high. To reduce this
encoding complexity, we make use of a subclass of RLCs whose generator matrices
are Toeplitz matrices. A Toeplitz matrix is a matrix in which each descending
diagonal from left to right is constant. An n(m Toeplitz matrix is completely
determined by the nþm% 1 elements on its first row and column. This structure
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Figure 6 | Quantum advantage c between the transmitted classical
information and the upper bound on the transmitted quantum
information. The uncertainty refers to one standard deviation, which mainly
comes from the error in estimating the mean photon number per pulse. For
the three large input sizes, the ratio is well above 1. The quantum advantage
was as large as g¼ 1.66, which implies that the transmitted information in
the classical protocol was 66% larger than in the quantum case.
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implies that only O(n log n) time for encoding is required for this subclass
of RLCs36. In addition, these codes also asymptotically approach the Gilbert–
Varshamov bound. By using this family of codes, we are able to reduce the
encoding times by several orders of magnitude, making them suitable for
practical applications.

The exponential separation between quantum and classical communication
complexity for the equality function only holds if Alice and Bob do not have access
to shared randomness that is generated in each run of the protocol30. However,
even though the generator matrices of our RLCs are randomly constructed, once
they have been created they remain fixed for all future instances of the protocol.
This ensures that no new randomness is generated in each run of the protocol, as
required to satisfy the conditions of the exponential separation. In particular, Alice
and Bob can store the generator matrices in memory and use them to encode their
inputs in exactly the same way as if they had been generated deterministically.

For our experiment, an encoder programme written in Cþþ was built and
tested, demonstrating the feasibility of this subclass of RLCs. The free Fast-Fourier
Transform library FFTW was used to accelerate multiplications with Toeplitz
matrices44 and the random numbers to construct the matrices were generated from
a quantum random number generator45. The results from an optimized encoder
are shown in Table 2. As we can see, our encoder is highly practical, can be run on
any common lab personal computer (PC) and finishes the encoding in an
acceptable time frame for input sizes as large as n¼ 3( 108. Faster encoding times
could be obtained by using dedicated hardware.

Experimental details. We performed several modifications on top of the plug
and play system, to implement the quantum fingerprinting protocol. First, two
single-photon detectors with low dark count rates were installed. Indeed, as can be
deduced from equations (3) and (4), lower dark count rates permit the operation
of the system at lower mean photon numbers, which lead to a reduction in the
transmitted information. Fortunately, our error-correction codes improve the
tolerance of the protocol to dark counts, which permits us to use commercial
detectors. We employ two commercial free-running InGaAs avalanche
photodiodes—ID220. The dark count rate per 1 ns detection gate is about
(3.5±0.2)( 10% 6 and the corresponding quantum efficiency is about 20%.
The detections are recorded by a high-precision time interval analyser (PicoQuant
HydraHarp 400). The system was run at a repetition rate of 5 MHz with the
detector dead time set at 10 ms. This means that after a click occurred, the following
50 pulses are blocked before the detector is active again. This is not a problem in
our experiment because the mean photon number in each pulse is extremely low,
therefore, the expected number of undetected photons as a result of this effect is
negligible compared with other sources of error.

In addition, new functionalities and control signals were added to the system.
On one hand, we use the VOA inside Alice to reduce the mean photon number

per pulse down to suitable numbers. These values—in the order of 10% 5 per
pulse—were in fact four orders of magnitude lower than those typically used for
QKD. Hence, several calibration processes of the system are required, which
imposes particular care in the synchronization of the phase modulation and
attenuation signals. On the other hand, commercial QKD systems like Clavis2 have
an internal random number generator to set the phase modulations, which does
not allow us to modulate the phases according to the pre-generated codewords.
We solve this difficulty by using two external function generators (Agilent 88250A)
loaded with the codewords to control Alice’s and Bob’s phase modulator. This
requires precise synchronization and calibration procedures to guarantee correct
phase modulations.

In the proof-of-concept implementation on ID-500, the random numbers
controlling the phase modulations are accessible to users. We use our codewords to
replace those random numbers directly. However, after testing for an input data
size of n¼ 1.42( 108 on ID-500, an unexpected hardware problem made ID-500
unavailable for further experiments. To further test the feasibility of our protocol
for different input sizes, we switched to Clavis2 for measurements. In the
implementation on Clavis2, since each function generator has a small memory,
for simplicity we load a frame of about 430 random numbers to each function
generator and reuse these random numbers. This allows us to create binary
sequences with the desired distance d that can be used to test the performance
of the system. All the above modifications led to the development of a practical
system that is capable of performing quantum fingerprinting.

Practical considerations. In communication complexity, it is assumed that
the parties have unlimited computational power. However, from a practical
perspective, it may not always be possible to ignore these computational
requirements. In fact, even though the running time during communication of our
experiment scales linearly with the input size, the total running time of the protocol
is dominated by the time required to run the ECC—which is a crucial component
of the protocol. For instance, at a repetition rate of 5 MHz, it takes 5 min to run the
communication for an output size of m¼ 1.5( 109. On the other hand, even with
the use of RLCs with quasi-linear encoding complexity, more than 1 h is needed to
run the encoding algorithm, as seen in Table 2. Therefore, the practical advantages
of quantum fingerprinting, in terms of reductions in resource expenditures, will
likely be found in a reduction of the number of photons used. This is a major
property that our protocol possesses. Indeed, for the largest input size that we
tested, n¼ 1.42( 108, a total mean photon number of only mE7( 103 was used.
Moreover, because the protocol does not require time resolution in the
detectors—the referee only cares about the number of clicks, not when they
happen—in principle it is possible to run this protocol at very fast rates, limited
only by the source repetition rate.

In our quantum fingerprinting protocol, the maximum reduction in the
transmitted information depends crucially on the dark count probability and the
overall loss in the system. Thus, our results can be directly improved by using
detectors with higher efficiency and lower dark counts. This can lead to a quantum
fingerprinting protocol that, with the use of available technology46, transmits
several orders of magnitudes less information than the best-known classical
protocol for large input sizes. Even though there is no proof that the best-known
classical protocol is optimal, a lower bound for the classical transmitted
information was proven in ref. 30. This lower bound states that, for any classical
protocol with error probability smaller than 0.01, Alice and Bob must send at leastffiffi

n
p

20 bits of information. This is roughly two orders of magnitude smaller than the
transmitted information of the best-known classical protocol. By using state-of-the-
art detectors, it should be possible to demonstrate a quantum fingerprinting
protocol capable of beating this classical lower bound. Achieving this would
constitute a significant milestone for experimental quantum communication
complexity.

Finally, in our implementation, a reference pulse is transmitted between the
two participants for a share of synchronization and phase reference. In practice,

Table 2 | The performance of the encoder for different input
sizes, using a computer with a quad-core i7-4770 @3.4 GHz
CPU and 16 GB RAM.

n (bit) m (bit) Time (s) Memory (Mbit)

106 5( 106 6 52
107 5( 107 106 733
3( 107 1.5( 108 181 1,654
3( 108 1.5( 109 4,831 10,000

Running times are acceptable for experimental applications for input sizes as large as
n¼ 3( 108.

Table 3 | Detailed experimental results.

System Clavis2 Clavis2 Clavis2 ID-500

n 1.53( 106 1.20( 107 2.27( 107 1.42( 108

mA 1,914±68 3,295±118 3,670±131 7,120±254
mB 1,398±50 2,407±86 2,681±96 5,014±179
D1,E 22 277 830 1,939
D1,D 131 318 954 2,224
D1,th 49 302 902 2110
Q 47,689±1,703 93,152±3,326 108,129±3,860 229,713±8,201
g 0.83±0.02 1.19±0.05 1.41±0.05 1.66±0.06
E (1.6±0.9)( 10% 9 (2.3±1.4)( 10% 7 (6.6±3.7)( 10% 6 (2.9±1.3)( 10% 5

The parameter mA is the mean photon number for Alice and mB is the mean photon number for Bob. For the clicks in detector D1 we report the observed averages for the case of equal inputs D1,E, different
inputs D1,D and the threshold value used by the referee D1,th. As before, Q is the upper bound on the quantum transmitted information, g is the quantum advantage and E the error probability of the
protocol.
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one can overcome this by using a system where each of Alice and Bob holds a
frequency-locked laser source separately. A common phase reference can be
established before the start of the protocol or the referee can employ phase-locking
techniques to interfere the two pulses from Alice and Bob. Indeed, a potential
method for such an implementation is to use the techniques that have been
recently developed in the field of QKD47–49. This configuration, unlike the plug
and play scheme, can also permit Bob to be situated at a large distance from the
referee.

Error probability analysis. We prove that the Toeplitz matrix based RLCs also
asymptotically approach the Gilbert–Varshamov bound. Let G be a random n(m
Toeplitz matrix over F2. There are two failure events associated with G: the
minimum distance d being not as large as promised (which results in less-than-
expected worst-case performance) and the matrix G being not full rank (which can
cause two different inputs to be mapped to the same output, leading to a minimum
distance of d¼ 0). We will show that, for any fixed rate R o1%H2(d), the
probabilities of both failure events decreases exponentially with the output
size m and can thus be neglected for sufficiently large m.

Theorem 1 ref. 50. Let G 2 Fn(m
2 be a Toeplitz matrix chosen uniformly at

random. Let dmin(G) be the minimum distance of the linear code with G as generator
matrix. Then, for any dA(0,1/2),

Pr dminðGÞ ' dð Þ ' 2%m 1%H2ðdÞ%Rð Þ:

In particular, if R¼ 1%H2(d)% E, for some E40, then

PrðdminðGÞ ' dÞ ' 2% Em:

The above theorem guarantees that, if we sacrifice an arbitrarily small quantity E
of the rate with respect to the Gilbert–Varshamov bound (that is, we set
R¼ 1%H2(d)% E), the probability of obtaining an incorrect minimum distance
decreases exponentially with the output size. For example, for a value of m¼ 107

and E¼ 10% 3, this probability is o10% 104.
Theorem 2. Let G 2 Fn(m

2 be a Toeplitz matrix chosen uniformly at random.
Then,

PrðG is not full rankÞ ¼ 2% 12%mð1%RÞ:

Theorem 2 is an immediate consequence of Theorem 1 in ref. 51. Once again,
this probability decreases exponentially with the output size m.

Detailed experimental results. In Table 3, we report the complete results of our
experiment. The dominating source of uncertainty is the uncertainty in the total
mean photon number of the signals. This uncertainty is due to the summation of
the fluctuations of several devices, such as laser power, VOA and varying loss in the
channel. For each input size n, we perform a calibration process to determine m. In
this process, with a proper value of VOA selected from our numerical optimization,
the referee sends out around 107B108 pulses to Alice and Bob. From the total
detection counts on D0 and D1 and the pre-calibrated losses (Table 1), we estimate
the m. We repeat this calibration process a few rounds and obtain the mean value
and the s.d. for m. These results are shown in the second column of Table 3.
For all tested cases, the uncertainty in mean photon number was below 4%.

Note that the mean photon numbers for Alice and Bob are unequal. This is
because in the implementation, to guarantee a good interference visibility, we
carefully control the attenuations such that the light from Alice and the light from
Bob have the same amplitude when they interfere at the referee. Since the
attenuations from Alice to the referee and from Bob to the referee are unequal
(Table 1), we choose unequal mean photon numbers for Alice and Bob.

From our model of the protocol, we use the uncertainty in the mean photon
number to directly calculate an uncertainty for the quantum transmitted
information as well as for the error probability of the protocol. As it can be seen
from Table 3, all error probabilities are compatible with the system operating below
the target value of E¼ 5( 10% 5. In addition, we have included the average values
observed for the number of clicks in detector D1 for equal and different inputs, as
well as the threshold values used by the referee.

Finally, we estimate the effect of detector dead times in our experiment as
follows. For each input size, we can calculate the probability p that an individual
pulse leads to a click in detector D1. In our set-up, after a click occurs, the following
50 pulses are blocked by the detector and cannot be registered. The probability p0

that a click occurs for these 50 pulses is given by p0 ¼ 1% (1% p)50E50p. This
number is very small whenever p is small, as is the case in our experiment. For
instance, for an input size of n¼ 1.42( 108, the expected number of blocked clicks
is B0.1% of the total expected clicks. Therefore, this effect is negligible compared
with fluctuations in the mean photon number, which is of the order of 4%.
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